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1 Introduction

The coupling of the leptons to gauge bosons in the Standard Model (SM) of particle physics is not predicted
to depend on the flavour. This property is known as lepton flavour universality (LFU).
b ! s`` transitions constitute a good probe for new physics searches in general and LFU tests in particular.
Such processes are indeed rare in the SM, being forbidden at tree level and only allowed via higher order
diagrams such as those shown in Figure 1. The presence of new, yet unobserved, particles entering the loops
could alter their branching ratios and/or angular distributions.
In some theory models like those predicting the existence of leptoquarks [1, 2] or Z’ bosons [3, 4, 5, 6, 7, 8],
new contributions to b ! s`` would introduce a violation of LFU.

Two results obtained from the analysis of the LHC Run-1 data collected by the LHCb experiment in
2011 and 2012 at a centre-of-mass energy of

p
7 and

p
8 Tev/c2 respectively are presented hereinafter.

Figure 1: Penguin (left) and box (right) Feynman diagrams describing a b ! s`` transition.

2 Observations

2.1 RK

In 2014 the LHCb collaboration tested LFU using B+
! K+`` decays [9], via the measurement of the ratio

RK =

R q2max

q2min

d�(B+!K+µ+µ�)
dq2 dq2

R q2max

q2min

d�(B+!K+e+e�)
dq2 dq2

(1)

in the range 1 GeV2/c4 < q2 < 6 GeV2/c4, where q2 is the invariant mass of the dilepton system.
Due to LFU, RK in the SM is predicted to be 1±O(10�3) [10, 11].

From the experimental point of view, electrons and muons behave very di↵erently in the LHCb detector.
In particular, while the latter are characterised by a high reconstruction e�ciency and a very clean signature,
the former emit large amounts of bremsstrahlung radiation, which implies a significant degradation of the
resolution on the invariant dilepton mass, partially recovered by dedicated algorithms in the reconstruction
software. Moreover, di↵erent levels of background contamination are present in the two channels, which
implies substantial di↵erences in the analysis. To minimise the e↵ect of systematic uncertainties, at LHCb
the measurement has been performed as a double ratio of branching fractions

RK =
B(B+

! K+µ+µ�)

B(B+ ! K+J/ (! µ+µ�))

,
B(B+

! K+J/ (! e+e�))

B(B+ ! K+e+e�)
. (2)

Candidates for the normalisation channel B+
! K+J/ (! `+`�) are selected using the same criteria as

the non-resonant counterpart.
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Physics complete in the XIX century?
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From the XVII to the XIX centuries, extraordinary progress in our 
fundamental understanding of the universe
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Figure 3: A particle with mass m near a spherical holographic screen. The energy is evenly
distributed over the occupied bits, and is equivalent to the mass M that would emerge in the
part of space surrounded by the screen.

is then determined by the equipartition rule

E =
1

2
NkBT (3.11)

as the average energy per bit. After this we need only one more equation:

E = Mc2. (3.12)

Here M represents the mass that would emerge in the part of space enclosed by the
screen, see figure 3. Even though the mass is not directly visible in the emerged space,
its presence is noticed though its energy.

The rest is straightforward: one eliminates E and inserts the expression for the
number of bits to determine T . Next one uses the postulate (3.6) for the change of
entropy to determine the force. Finally one inserts

A = 4⇡R2.

and one obtains the familiar law:

F = G
Mm

R2
. (3.13)

We have recovered Newton’s law of gravitation, practically from first principles!
These equations do not just come out by accident. It had to work, partly for

dimensional reasons, and also because the laws of Newton have been ingredients in the
steps that lead to black hole thermodynamics and the holographic principle. In a sense
we have reversed these arguments. But the logic is clearly di↵erent, and sheds new
light on the origin of gravity: it is an entropic force! That is the main statement, which
is new and has not been made before. If true, this should have profound consequences.
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“It seems probable that most of the grand underlying principles have been 
firmly established... An eminent physicist remarked that the future truths of 

physical science are to be looked for in the sixth place of decimals"
Michelson in 1894

https://books.google.com/books?id=HysXAAAAYAAJ&pg=PA159#v=onepage
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Lord Kelvin’s clouds
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[SIXTH SERIES . ]  

J U L  Y 1901. 

I..Nineteenth Century Clouds over the Dynamical Theory of 
Heat and Light *. By The Right. Hen. Lord KELVlS, 
G.C.V.O., D.C.L., LL.D., F.R.S., ~[.R.L t. 

[I~ the present article, the substance of the lecture is 
reproduced--with large additions, in which work com- 
menced at the beginning of last year and continued after 
the lecture, during thirteen months up to the present tim% 
is described--with results confirming the conclusions and 
largely extending the illustrations which were given in the 
lecture. [ desire to take this opportunity of expressing my 
obligations to Mr. William Anderson, my secretary and 
assistant, for the mathematical tact and skil!, the accuracy 
of geometrical drawing, and the unfailingly faithful per- 
severance in the long-continued and varied series of drawings 
and algebraic and arithmetical calculations, explained in the 
following pages. The whole of this work, invoh, ing the 
determination of results due to more than five thousand 
individual impacts~ has been performed by Mr. Anderson.-- 
K., Feb. 2~ 1901.] 

w 1. T H E  beauty and clearness of the dynamical theory, 
J _  which asserts heat and light to be modes of 

motion, is at present obscured by two clouds. I. The first 
came into existence with the undulatory theory of light, and 

~* Lectm'e delivered at the Royal Institution of Great Britain, o1~ 
Friday, April 27, 1900. 

t Communicated by the Author. 
Phil. Mag. S. 6. Vol. 2. :No. 7. July 1901. B 

“The beauty and clearness of the dynamical theory, which asserts heat 
and light to be modes of motion, is at present obscured by two clouds” 
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The Standard Model of particle physics
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Most precise and comprehensive 
theory in the history of mankind

Quantum Field Theory

 
symmetry

SU(3) × SU(2)L × U(1)
+

+ } Electron's anomalous magnetic dipole moment

12,672 diagrams of 10th order

11 

10th[order!Feynman!diagrams�
!
12,672!vertex!Feynman!diagrams!can!be!divided!into!32!gauge[invariant!sets:�

I(a) I(b) I(c) I(d) I(e)

I(f) I(g) I(h) I(i) I(j)

II(a) II(b) II(c) II(d) II(e)

II(f) III(a) III(b) III(c) IV

V VI(a) VI(b) VI(c) VI(d) VI(e)

VI(f) VI(g) VI(h) VI(i) VI(j) VI(k)

11 

10th[order!Feynman!diagrams�
!
12,672!vertex!Feynman!diagrams!can!be!divided!into!32!gauge[invariant!sets:�

I(a) I(b) I(c) I(d) I(e)

I(f) I(g) I(h) I(i) I(j)

II(a) II(b) II(c) II(d) II(e)

II(f) III(a) III(b) III(c) IV

V VI(a) VI(b) VI(c) VI(d) VI(e)

VI(f) VI(g) VI(h) VI(i) VI(j) VI(k)

ge − 2
2 SM

= 0.001 159 652 181 606 (230)
Atoms 7, 28 (2019)

ge − 2
2 exp

= 0.001 159 652 180 73 (28)
Phys. Rev. Lett. 100, 120801 (2008)

https://www.mdpi.com/2218-2004/7/1/28
http://dx.doi.org/10.1103/PhysRevLett.100.120801
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The Standard Model of particle physics
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Most precise and comprehensive 
theory in the history of mankind
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Quantum Field Theory
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Anything left to discover?

https://www.nbcnews.com/mach/science/why-some-scientists-say-physics-has-gone-rails-ncna879346
https://www.dukehealth.org/blog/seeing-increase-eye-floaters-see-your-eye-doctor
https://www.englandlogistics.com/the-levels-of-listening/
https://www.vdu.lt/en/vmu-to-host-11th-conference-of-lithuanian-neuroscience-association/
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Beyond the SM (BSM)
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BSM searches
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Direct searches 
Produce and detect BSM physics

Example: Tevatron's 2 TeV → LHC's 14 TeV allowed 
for searches for multi-TeV supersymmetric particles
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⌫⌧
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q̄
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c

D, D*

W−
H−

q̄
q̄

b
c

D, D*
B LQ

⌧�

⌫⌧

Measurements of B decays give us access to mass scales 
beyond the reach of current particle accelerators

Indirect searches  
Compare precision measurements to SM 

predictions looking for virtual BSM contributions

Spectacular track record

• Uncertainty principle ) heavy particles, which cannot be produced, affect lower
energy processes, E2/M2 suppressed if interference ) probe very high scales

• High mass-scale sensitivity due to suppressed SM predictions

– Absence of KL ! µµ ) charm quark (Glashow, Iliopoulos, Maiani, 1970)

– ✏K ) 3rd generation (t, b quarks) (Kobayashi & Maskawa, 1972)

– �mK ) mc ⇠ 1.5 GeV (Gaillard & Lee; Vainshtein & Khriplovich, 1974)

– �mB ) mt >⇠ 100 GeV (bound in 1987: 23 GeV) ) large CP violation & FCNC

• Critical in developing the SM; what can future data tell us about BSM physics?

Z L – p. 5

Guided us to discoveries in the past

Z. Ligeti
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Indirect searches in the news

9

ℛK+gμ − 2

Nature | www.nature.com | 3

input, and the isospin-symmetry-breaking effects were included only 
as an estimate.

The second issue is noise reduction. Our result for aµ is obtained 
as an integral over the conserved current–current correlation func-
tion, from zero to infinite time separation, as shown in equation (2). 
For large separations the correlator is noisy, and this noise manifests 
itself as a statistical error in aµ. To reach the desired accuracy on aµ, one 
needs high precision at every step. Over 20,000 configurations were 
accumulated for our 27 ensembles on L ≈ 6 fm lattices (L is the spatial 
extent of the lattice). In addition, we include a lattice with L ≈ 11 fm. 
The most important improvement over our earlier aµ determination 
in ref. 14 is the extensive use of analysis techniques that are based on the 
lowest eigenmodes of the Dirac operator; see, for example, refs. 15–18.  
An accuracy gain of about an order of magnitude can be reached using 
this technique for aµ (refs. 19,20).

The third issue is isospin-symmetry breaking. The precision needed 
cannot be reached with pure, isospin-symmetric QCD. Thus, we 
include QED effects and allow the up and down quarks to have differ-
ent masses. These effects are included both in the scale determination 
and in the current–current correlators. We note that the separation 
of isospin-symmetric and isospin-symmetry-breaking contributions 
requires a convention, which we discuss in detail in Supplementary 
Information. Strong–isospin breaking is implemented by taking deriva-
tives of QCD + QED expectation values with respect to up/down quark 
masses and computing the resulting observables on isospin-symmetric 
configurations21. We note that the first derivative of the fermionic 
determinant vanishes. We also implement derivatives with respect 
to the electric charge22. It is useful to distinguish between the electric 
charge in the fermionic determinant (es or sea electric charge) and in 
the observables (ev or valence electric charge). The complete list of 
graphs that should be evaluated are shown in Fig. 1 with our numerical 
results for them.

The final observable is given as a Taylor expansion around the 
isospin-symmetric, physical-mass point with zero sea and valence 
charges. Instead of the quark masses, we use the pseudoscalar meson 
masses of pions and kaons, which can be determined with high preci-
sion. Using the expansion coefficients, we extrapolate in the charges, 
in the strong–isospin symmetry-breaking parameter and in the lattice 
spacing, and interpolate in the quark masses to the physical point. Thus, 
we obtain aµ and its statistical and systematic uncertainties.

The fourth issue is the extrapolation to the infinite-volume and con-
tinuum limit. The standard wisdom for lattice calculations is that MπL > 4 
should be taken, where Mπ is the mass of the pion. Unfortunately, this 
is not satisfactory in the present case: aµ is far more sensitive to L than 
other quantities, such as hadron masses, and large volumes are needed 
to reach per-thousand accuracy. For less volume-sensitive quantities, 
we use well established results to determine the finite-volume correc-
tions on the pion decay constant23 and on charged hadron masses24–26. 
Leading-order chiral perturbation theory27 and two-loop, partially 
quenched chiral perturbation theory20,28 for aµ help to describe 
finite-size corrections, but the non-perturbative, leading-order, large-L 
expansion of ref. 29 indicates that those approaches still lead to sys-
tematic effects that are larger than the accuracy that we are aiming 
for. In addition to the infinite-volume extrapolation, the continuum 
extrapolation is also difficult. This is connected to the taste-symmetry 
breaking of staggered fermions, which we use in this work.

We correct for finite-volume effects on aµ by computing them directly 
by performing lattice simulations on L ≈ 11 fm lattices, with highly 
suppressed taste violations and with physical, taste-averaged pion 
masses. These corrections are cross-checked against three models 
that describe the relevant long-distance physics, in turn validating 
the use of these models for the residual, sub-per-thousand extrapola-
tion to infinite volume. These models include: (i) the full two-loop, 
finite-volume, chiral perturbation theory corrections for aµ; (ii) the 
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a2 (fm2)

SRHO (>0.4 fm)
SRHO (>1.3 fm)
SRHO (0.4–1.3 fm) + NNLO (>1.3 fm)
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5101520
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Fig. 2 | Continuum extrapolation of the light connected component of aµ, 
a µ

light. Before extrapolation we apply a taste-improvement procedure on the 
correlator, starting at some distance tsep. (See Supplementary Information for 
details on the improvement ‘SRHO’.) Datasets are shown for two choices of tsep, 
0.4 fm (red) and 1.3 fm (blue). The corresponding lines show fits using linear 
and quadratic terms of a2 with varying number of lattice spacings in the fit. Our 
final analysis involves about 500,000 different continuum extrapolations, 
shown in the histogram on the left. The purple line in the left panel shows the 
central value of the final result. To estimate the error related to the 
taste-improvement procedure, we use next-to-next-to-leading-order 
staggered chiral perturbation theory (NNLO) in the long-distance part of the 
correlator (t > 1.3 fm). The corresponding data are shown with grey points, 
together with a histogram, from which the systematic error related to the taste 
improvement is obtained. The total error of the final result is given by the grey 
band in the left panel. Central values are medians; errors are s.e.m. The results 
are obtained on lattices of sizes L ≈ 6 fm.

Colangelo et al.5,
Hoferichter et al.6

Keshavarzi et al.4

Davier et al.3

Borsanyi et al.14

Blum et al.19

Giusti et al.34

Davies et al.33

Gérardin et al.32

This work

 660  680  700  720  740
 aP

LO-HVP ( ×1010) 

Lattice R-ratio

No new physics

Fig. 3 | Comparison of recent results for the LO-HPV contribution to the 
anomalous magnetic moment of the muon. See ref. 7 for a recent review. 
Green squares are lattice results: this result (filled symbol) and those of 
Gérardin et al.32, Davies et al.33, Giusti et al.34, Blum et al.19 and our earlier work, 
Borsanyi et al.14. Central values are medians; error bars are s.e.m. Compared to 
Borsanyi et al.14, this work has increased the accuracy of the scale setting from 
the per cent to the per thousand level; has decreased the statistical error from 
7.5 to 2.3; has computed all isospin-symmetry-breaking contributions, as 
opposed to estimating it, with the corresponding error being 1.4, down from 
5.1; has made a dedicated finite-size study to decrease the finite-size error from 
13.5 to 2.5; has decreased the continuum extrapolation error from 8.0 to 4.1 by 
obtaining much more statistics on our finest lattice and applying taste 
improvement. Red circles were obtained using the R-ratio method by Davier 
et al.3, Keshavarzi et al.4, and Colangelo et al.5 and Hoferichter et al.6; these 
results use the same experimental data as input. The blue shaded region is the 
value that ‐a µ

LO HVP should have to explain the experimental measurement of 
(gµ − 2), assuming no new physics.

Borsanyi, S., Fodor, 
Z., Guenther, J.N. et 
al. Nature (2021)

Important to have a 
clean SM prediction

Status of flavor anomalies (subjective)

• Some would be unambiguous NP signals

Except for theoretically cleanest modes,
cross-checks needed to build robust case

– measurements of related observables

– independent theory / lattice calc.

• h ! ⌧µ: as soon as a new particle is dis-
covered, flavor questions arise

• Few of these are where NP was expected
to show up, even just 5–10 years ago 1 2 3 4
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• Each could be an hour talk...
(Good illustrations of how little we know, and how large deviations from SM are still allowed)

Z L – p. 4

ℛK(*)

ℛ(D(*))
Bs → μ+μ−

Adapted 
from Z. Ligeti

https://doi.org/10.1038/s41586-021-03418-1
https://doi.org/10.1038/s41586-021-03418-1
https://doi.org/10.1038/s41586-021-03418-1
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Lepton Flavor Universality (LFU)
It is assumed that electroweak 
gauge couplings to 3 fermion 
generations are identical

10

1st 
gen

2nd 
gen

3rd 
gen

W−
, , e− μ− τ−

, , ν̄e ν̄μ ν̄τ

gW

Z
, , e− μ− τ−

, , e+ μ+ τ+

gZ

γ
, , e− μ− τ−

, , e+ μ+ τ+

ge

LFU 
couplings

H0
, , e− μ− τ−

, , e+ μ+ τ+

gW
mℓ

mW

https://ghostsintheuniverse.org/theory/

https://ghostsintheuniverse.org/theory/
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LFU tested to great precision

11

LFU tests with e/µ (1st/2nd gen.) LFU tests with τ (3rd gen.)

To 1.3% in 
W decays

ΓW→τν

ΓW→μν
= 0.992 ± 0.013

ATLAS, arXiv:2007.14040

To 0.28% in 
Z decays

ΓZ→μμ

ΓZ→ee
= 1.0009 ± 0.0028

LEP, Phys. Rept. 427 (2006) 257 

To 0.32% in 
Z decays

ΓZ→ττ

ΓZ→ee
= 1.0019 ± 0.0032

LEP, Phys. Rept. 427 (2006) 257 

To 0.8% in 
W decays

𝓑(W → eν)
𝓑(W → μν)

= 1.004 ± 0.008
CDF + LHC, JPG: NPP, 46, 2 (2019) 

2.6σ tension in 
W decays

ΓW→τν

ΓW→μν
= 1.070 ± 0.026

LEP, Phys. Rept. 532 (2013) 119, 

To 6.1% in 
 decaysDs

ΓDs→τν

ΓDs→μν
= 9.95 ± 0.61

HFLAV, Eur. Phys. J. C77 (2017) 895 

To 0.31% in 
meson decays

ΓK→eν

ΓK→μν
= (2.488 ± 0.009) × 10−5

Γπ→eν

Γπ→μν
= (1.230 ± 0.004) × 10−4

ΓJ/ψ→μμ

ΓJ/ψ→ee
= 1.0016 ± 0.0031

PDG (NA62), RPP, Chin. Phys. C40 (2016) 100001 

PiENu, Phys. Rev. Lett. 115, 071801 (2015) 

PDG (BESIII), RPP, Chin. Phys. C40 (2016) 100001 

To 0.14% in 
τ → ℓνν

gμ/ge = 1.0018 ± 0.0014
PDG, A. Pich, Prog. Part. Nucl. Phys. 75 (2014) 41 

To 0.15% in 
 (with )τ → ℓνν ττ

gτ /gμ = 1.0030 ± 0.0015
PDG, S. Pich, Prog. Part. Nucl. Phys. 75 (2014) 41 

https://arxiv.org/abs/2007.14040
https://arxiv.org/abs/hep-ex/0509008
https://arxiv.org/abs/hep-ex/0509008
http://dx.doi.org/10.1016/j.physrep.2013.07.004
https://arxiv.org/abs/1809.06229
http://dx.doi.org/10.1140/epjc/s10052-017-5058-4
http://Review%20of%20particle%20physics,%20Chin.%20Phys.%20C40%20(2016)%20100001
http://Review%20of%20particle%20physics,%20Chin.%20Phys.%20C40%20(2016)%20100001
http://dx.doi.org/10.1103/PhysRevLett.115.071801
http://dx.doi.org/10.1016/j.ppnp.2013.11.002
http://dx.doi.org/10.1016/j.ppnp.2013.11.002


2. The machines

LHC
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Optimized for clean  productione+e− → BB̄

B factories

13

Photo of a  event!B → D(*)τντ

Accelerator Lab Country From To
BaBar PEP-II SLAC USA 1999 2008
Belle KEKB KEK Japan 1999 2010

Belle II KEKB KEK Japan 2018 ~2031
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B factories

Optimized for clean  productione+e− → BB̄

14

Since 100% of  collision energy goes 
to , can reconstruct ν 4-momentum

e+e−

BB̄

ν (1.2 GeV)

µ- (3 GeV)
ρ0 → π+π-

Drift  
chamber Vertex  

detector

Electromagnetic 
calorimeter

Cherenkov 
detector

Accelerator Lab Country From To
BaBar PEP-II SLAC USA 1999 2008
Belle KEKB KEK Japan 1999 2010

Belle II KEKB KEK Japan 2018 ~2031
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The LHC experiments

LHC pp collisions at 14 TeV 
➡  with 

 
➡ Cross section 105 higher than        

B factories 
➡ Messy environment and protons 

not elementary 

Detectors 
➡ LHCb tailored for B physics 
➡ ATLAS, CMS general purpose, but 

higher stats

pp → bb̄ → HbH̄b
Hb = B, Bs, Λb, Bc

15

VELO TT Magnet T-layers ECAL HCAL
Muon 

stations

Neutral hadron
Photon

RICH1 RICH2

M1
M3

M2
M4 M5

RICH2

HCALECAL
SPD/PS

Side View

Magnet

z5m

y

5m

10m 15m 20m

TT
RICH1

T1
T2

T3

Vertex
Locator

2008 - 2018

TT

M2
M3 M4 M5

Muon stations

HCAL
Calorimeters

Magnet
M1
ECAL

T1 T2T3

T-layers

Muon
Charged hadron

Electron
pKπ

pKπ

If there is no 
other option

High precision

Accelerator Lab Country From To

LHC CERN Switzerland/
France 2008 ~2041
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LHC environment is slightly busier

16

LHC 
pp collisions have background 
from  hadronization, 
underlying event, and pileup

bb̄

pp → XbB0
s X

ν (1.2 GeV)

µ- (3 GeV)
ρ0 → π+π-

B-factories 
Clean  collisions only 

produce two B mesons  
(for the most part)

e+e−

e+e− → B+
tag B−

sig
B− → ρ0μ−νμB0

s → μ+μ−
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Vertexing and isolation key to LHC

17

B mesons can fly ~cm thanks to large boost 

Excellent trackers in CMS and ATLAS 

Superb vertexing by VELO in LHCb 
➡ Only 8.2 mm from IP, reduced to 5.1 in upgrade 

Multivariate algorithms ensure tracks isolated 
➡ Based on track impact parameter, other variables

pp → XbB0
s X

B0
s → μ+μ−
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B factories vs LHC summary

18

 mesons  
Low uncertainty on absolute rates, 
100% ε(trigger), PID, low e-brem,    

knowledge of collision momentum

𝓞 (109) B0/+

With  mesons 
already competitive search 

for !

𝓞 (108) B0/+

B → Kνν̄

 mesons 
Triggers primarily for flavor,  

PID, VELO, 
all b-hadron species

𝓞 (1011) B0/+
(s)

 mesons 
All b-hadron species

𝓞 (1012) B0/+
(s)

LHC

B-factories



⌫̄⌧

⌧�

cb

Originally from BaBar

3. Charged 
LFU results 

with  
transitions

b → cτν

p/e−p/e+
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Charged LFU (  transitions)b → cτν

20

τ−, μ−, e−

ν̄τ, ν̄μ, ν̄e

b c

W−

𝓡 (D*)SM = 0.258 ± 0.005

𝓡 (D)SM = 0.299 ± 0.003

Very solid SM predictions with 
just 1-2% uncertainty

Ratios of branching fractions to 
cancel out uncertainties

ℛ (D(*)) =
ℬ (B̄ → D(*)τντ)
ℬ (B̄ → D(*)ℓνℓ)

with ℓ = μ, e
ℛ (D(*)) ≡ ℛ (D)  or ℛ (D*)Tree diagram in 

SM → high rate

⌧�

⌫⌧

B
q̄

q̄

b
c

D, D*

W−
H−

q̄
q̄

b
c

D, D*
B LQ

⌧�

⌫⌧

Any established deviations would be 
clear indications of BSM physics
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Leptonic τ reconstruction

21

e�

e+

`�
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VI. FIT PROCEDURE

As explained above, the low-M2
miss region is dominated

by the lepton normalization and has essentially no sensi-
tivity to the tau signal; in contrast, the high-M2

miss region,
where the tau signal is concentrated, exhibits little dis-
crimination power in M2

miss between the tau signal and the
other backgrounds—in particular, the D!! background.
Therefore, we fit simultaneously the M2

miss distribution
below 0.85 GeV2=c4 to constrain the lepton normalization
and lepton cross-feed yields and a neural-network output
oNB above 0.85 GeV2=c4 to constrain the yields of the
other components. (In fact, all components are fit in both
regions.) The partition at M2

miss ¼ 0.85 GeV2=c4 mini-
mizes the expected uncertainty on RðDÞ and RðD!Þ.

The aforementioned neural network is trained for each of
the four data samples with simulated events to distinguish
the tau signal from the backgrounds in the high-M2

miss
region: mainly D!! background but also the wrong-charge
cross-feed, fake lepton, Ds decay, and rest components.
The neural network incorporates M2

miss and several other
observables that provide the desired signal-to-background
separation. The most powerful observable is EECL, the
unassociated energy in the ECL that aggregates all clusters
that are not associated with reconstructed particles (includ-
ing bremsstrahlung). A nonzero EECL value indicates a
missing physical process in the event, such as a decay mode
with a π0 in which only a single daughter photon is
reconstructed. Two additional network inputs are q2 and
p!
l; their additional discriminating power is limited by their

strong correlation with M2
miss. Other input variables, which

provide marginally more discrimination, are the number of
unassigned π0 candidates with jSγγj < 5.0; the cosine of the
angle between the momentum and vertex displacement of
the Dð!Þ meson; and the decay-channel identifiers of the B
and Dð!Þ mesons.
For use in the fit, the neural-network output oNB is

transformed into

TABLE II. Yields for the fixed components in the four data
samples.

Dþl− D0l− D!þl− D!0l−

Fake Dð!Þ 350 1330 180 2220
Fake l 20.9 69 13.7 12.9
Ds decay 22.0 112 21.0 20.7
Rest 23.6 77 4.3 4.2
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FIG. 1 (color online). Fit projections and data points with statistical uncertainties in the Dþl− (top) and D0l− (bottom) data samples.
Left: M2

miss distribution for M2
miss < 0.85 GeV2=c4; right: o0NB distribution for M2

miss > 0.85 GeV2=c4.
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o0NB ≡ log
oNB − omin

omax − oNB
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where the parameters omin and omax are the minimum and
maximum network output values, respectively, in the
elected data sample. The o0NB distributions have smoother
shapes and can be described well with bifurcated Gaussian
functions, which makes their parameterizations more
robust.
For each fit component within a selected data sample,

two PDFs are determined: in M2
miss for M2

miss <
0.85 GeV2=c4 and in o0NB for M2

miss > 0.85 GeV2=c4.
The PDFs ofM2

miss are represented by smoothed histograms
and are constructed by applying a smoothing algorithm
[30] to the respective MC distributions. Each bifurcated-
Gaussian PDF in o0NB is parameterized by the mean, left
width and right width, which are determined by an
unbinned maximum likelihood fit to the MC distribution.
In the fit, each component has a total yield, defined in
Table I, with partial yields in the lower- and upper-M2

miss
regions that are fixed MC-determined fractions of the
total yield.

We maximize the extended likelihood function

L ¼
Y

i

!
QðNi; KiÞ

YKi

ki¼1

PiðxkiÞ
"
; ð8Þ

where i ∈ fDþl−; D0l−; D%þl−; D%0l−g is the data-
sample index, QðNi; KiÞ is the Poisson probability to
observe Ki events for an expectation value of Ni ¼P

jYi;j events (with Yi;j being the yield of component j
in data sample i), and the vector xki holds the values for
M2

miss and o
0
NB of candidate ki. The PDF Pi of data sample i

is given by

PiðM2
miss; o

0
NBÞ ¼

1

Ni
·
X

j

Yi;j½fi;j;lowPi;j;lowðM2
missÞ

þ ð1 − fi;j;lowÞPi;j;highðo0NBÞ': ð9Þ

The index j runs over the components and fi;j;low is the
fraction of events of the component j that are in the lower
M2

miss range. The one-dimensional probability density
function Pi;j;low (Pi;j;high) represents the M2

miss (o
0
NB) dis-

tribution in the low- (high-)M2
miss region.
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FIG. 2 (color online). Fit projections and data points with statistical uncertainties in theD%þl− (top) andD%0l− (bottom) data samples.
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miss < 0.85 GeV2=c4; right: o0NB distribution for M2

miss > 0.85 GeV2=c4.
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VI. FIT PROCEDURE

As explained above, the low-M2
miss region is dominated

by the lepton normalization and has essentially no sensi-
tivity to the tau signal; in contrast, the high-M2

miss region,
where the tau signal is concentrated, exhibits little dis-
crimination power in M2

miss between the tau signal and the
other backgrounds—in particular, the D!! background.
Therefore, we fit simultaneously the M2

miss distribution
below 0.85 GeV2=c4 to constrain the lepton normalization
and lepton cross-feed yields and a neural-network output
oNB above 0.85 GeV2=c4 to constrain the yields of the
other components. (In fact, all components are fit in both
regions.) The partition at M2

miss ¼ 0.85 GeV2=c4 mini-
mizes the expected uncertainty on RðDÞ and RðD!Þ.

The aforementioned neural network is trained for each of
the four data samples with simulated events to distinguish
the tau signal from the backgrounds in the high-M2

miss
region: mainly D!! background but also the wrong-charge
cross-feed, fake lepton, Ds decay, and rest components.
The neural network incorporates M2

miss and several other
observables that provide the desired signal-to-background
separation. The most powerful observable is EECL, the
unassociated energy in the ECL that aggregates all clusters
that are not associated with reconstructed particles (includ-
ing bremsstrahlung). A nonzero EECL value indicates a
missing physical process in the event, such as a decay mode
with a π0 in which only a single daughter photon is
reconstructed. Two additional network inputs are q2 and
p!
l; their additional discriminating power is limited by their

strong correlation with M2
miss. Other input variables, which

provide marginally more discrimination, are the number of
unassigned π0 candidates with jSγγj < 5.0; the cosine of the
angle between the momentum and vertex displacement of
the Dð!Þ meson; and the decay-channel identifiers of the B
and Dð!Þ mesons.
For use in the fit, the neural-network output oNB is

transformed into

TABLE II. Yields for the fixed components in the four data
samples.

Dþl− D0l− D!þl− D!0l−

Fake Dð!Þ 350 1330 180 2220
Fake l 20.9 69 13.7 12.9
Ds decay 22.0 112 21.0 20.7
Rest 23.6 77 4.3 4.2
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FIG. 1 (color online). Fit projections and data points with statistical uncertainties in the Dþl− (top) and D0l− (bottom) data samples.
Left: M2

miss distribution for M2
miss < 0.85 GeV2=c4; right: o0NB distribution for M2

miss > 0.85 GeV2=c4.
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where the parameters omin and omax are the minimum and
maximum network output values, respectively, in the
elected data sample. The o0NB distributions have smoother
shapes and can be described well with bifurcated Gaussian
functions, which makes their parameterizations more
robust.
For each fit component within a selected data sample,

two PDFs are determined: in M2
miss for M2

miss <
0.85 GeV2=c4 and in o0NB for M2

miss > 0.85 GeV2=c4.
The PDFs ofM2

miss are represented by smoothed histograms
and are constructed by applying a smoothing algorithm
[30] to the respective MC distributions. Each bifurcated-
Gaussian PDF in o0NB is parameterized by the mean, left
width and right width, which are determined by an
unbinned maximum likelihood fit to the MC distribution.
In the fit, each component has a total yield, defined in
Table I, with partial yields in the lower- and upper-M2

miss
regions that are fixed MC-determined fractions of the
total yield.

We maximize the extended likelihood function

L ¼
Y

i

!
QðNi; KiÞ

YKi

ki¼1

PiðxkiÞ
"
; ð8Þ

where i ∈ fDþl−; D0l−; D%þl−; D%0l−g is the data-
sample index, QðNi; KiÞ is the Poisson probability to
observe Ki events for an expectation value of Ni ¼P

jYi;j events (with Yi;j being the yield of component j
in data sample i), and the vector xki holds the values for
M2

miss and o
0
NB of candidate ki. The PDF Pi of data sample i

is given by

PiðM2
miss; o

0
NBÞ ¼

1

Ni
·
X

j

Yi;j½fi;j;lowPi;j;lowðM2
missÞ

þ ð1 − fi;j;lowÞPi;j;highðo0NBÞ': ð9Þ

The index j runs over the components and fi;j;low is the
fraction of events of the component j that are in the lower
M2

miss range. The one-dimensional probability density
function Pi;j;low (Pi;j;high) represents the M2

miss (o
0
NB) dis-

tribution in the low- (high-)M2
miss region.
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FIG. 2 (color online). Fit projections and data points with statistical uncertainties in theD%þl− (top) andD%0l− (bottom) data samples.
Left: M2

miss distribution for M2
miss < 0.85 GeV2=c4; right: o0NB distribution for M2

miss > 0.85 GeV2=c4.
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where the parameters omin and omax are the minimum and
maximum network output values, respectively, in the
elected data sample. The o0NB distributions have smoother
shapes and can be described well with bifurcated Gaussian
functions, which makes their parameterizations more
robust.
For each fit component within a selected data sample,

two PDFs are determined: in M2
miss for M2

miss <
0.85 GeV2=c4 and in o0NB for M2

miss > 0.85 GeV2=c4.
The PDFs ofM2

miss are represented by smoothed histograms
and are constructed by applying a smoothing algorithm
[30] to the respective MC distributions. Each bifurcated-
Gaussian PDF in o0NB is parameterized by the mean, left
width and right width, which are determined by an
unbinned maximum likelihood fit to the MC distribution.
In the fit, each component has a total yield, defined in
Table I, with partial yields in the lower- and upper-M2

miss
regions that are fixed MC-determined fractions of the
total yield.

We maximize the extended likelihood function

L ¼
Y

i

!
QðNi; KiÞ

YKi

ki¼1

PiðxkiÞ
"
; ð8Þ

where i ∈ fDþl−; D0l−; D%þl−; D%0l−g is the data-
sample index, QðNi; KiÞ is the Poisson probability to
observe Ki events for an expectation value of Ni ¼P

jYi;j events (with Yi;j being the yield of component j
in data sample i), and the vector xki holds the values for
M2

miss and o
0
NB of candidate ki. The PDF Pi of data sample i

is given by

PiðM2
miss; o

0
NBÞ ¼

1

Ni
·
X

j

Yi;j½fi;j;lowPi;j;lowðM2
missÞ

þ ð1 − fi;j;lowÞPi;j;highðo0NBÞ': ð9Þ

The index j runs over the components and fi;j;low is the
fraction of events of the component j that are in the lower
M2

miss range. The one-dimensional probability density
function Pi;j;low (Pi;j;high) represents the M2

miss (o
0
NB) dis-

tribution in the low- (high-)M2
miss region.
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FIG. 2 (color online). Fit projections and data points with statistical uncertainties in theD%þl− (top) andD%0l− (bottom) data samples.
Left: M2

miss distribution for M2
miss < 0.85 GeV2=c4; right: o0NB distribution for M2

miss > 0.85 GeV2=c4.
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The simultaneous fit over all four data samples has
twelve free parameters: the lepton normalization yield per
sample, the lepton cross-feed yield per Dl− sample, the
D!! background yield per sample, and the branching-
fraction ratios RðDÞ and RðD!Þ. Here, we assume isospin
symmetry and use the same RðDÞ and RðD!Þ parameters
for the B̄0 and B− samples.

VII. CROSS-CHECKS

The implementation of the fit procedure is tested by
applying the same procedure to multiple subsets of the
available simulated data. The fit accuracies are evaluated
using sets of 500 pseudoexperiments and show no signifi-
cant bias in any measured quantity. These are used also to
test the influence on the fit result of the value of M2

miss ¼
0.85 GeV2=c4 that is used to partition the samples:
variation of this value reduces the precision of the fit result
but does not introduce any bias.
Further tests address the compatibility of the simulated

and recorded data. To test resolution modelling, we use a
sample of events with q2 < 3.5 GeV2=c2, dominated by
B̄ → Dð!Þl−ν̄l decays. As theD!! background is one of the
most important components—with a large potential for

flaws in its modeling—we evaluate its distributions in more
depth by reconstructing a data sample with enriched B̄ →
D!!l−ν̄l content by requiring a signal-like event but with
an additional π0. The background-enriched data samples
are fit individually in four dimensions separately: M2

miss,
M2

miss;no π0 , EECL, and p!
l, where M2

miss;no π0 is the missing
mass of the candidate, calculated without the additional π0.
The shapes of the components are extracted from simulated
data. In each of the four Dð!Þl−π0 samples, consistent
yields are obtained from the fits to all four variables,
indicating that the simulation describes faithfully the
distribution in all tested dimensions.

VIII. RESULTS

The fit to the entire data sample gives

RðDÞ ¼ 0.375% 0.064 ð10Þ

RðD!Þ ¼ 0.293% 0.038; ð11Þ

corresponding to a yield of 320 B̄ → Dτ−ν̄τ and 503 B̄ →
D!τ−ν̄τ events; the errors are statistical. Projections of the
fit are shown in Figs. 1 and 2. The high-M2

miss distributions
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FIG. 3 (color online). Projections of the fit results and data points with statistical uncertainties for the high M2
miss region. Top left:

Dþl−; top right: D!þl−; bottom left: D0l−; bottom right: D!0l−.
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where the parameters omin and omax are the minimum and
maximum network output values, respectively, in the
elected data sample. The o0NB distributions have smoother
shapes and can be described well with bifurcated Gaussian
functions, which makes their parameterizations more
robust.
For each fit component within a selected data sample,

two PDFs are determined: in M2
miss for M2

miss <
0.85 GeV2=c4 and in o0NB for M2

miss > 0.85 GeV2=c4.
The PDFs ofM2

miss are represented by smoothed histograms
and are constructed by applying a smoothing algorithm
[30] to the respective MC distributions. Each bifurcated-
Gaussian PDF in o0NB is parameterized by the mean, left
width and right width, which are determined by an
unbinned maximum likelihood fit to the MC distribution.
In the fit, each component has a total yield, defined in
Table I, with partial yields in the lower- and upper-M2

miss
regions that are fixed MC-determined fractions of the
total yield.

We maximize the extended likelihood function

L ¼
Y

i

!
QðNi; KiÞ

YKi

ki¼1

PiðxkiÞ
"
; ð8Þ

where i ∈ fDþl−; D0l−; D%þl−; D%0l−g is the data-
sample index, QðNi; KiÞ is the Poisson probability to
observe Ki events for an expectation value of Ni ¼P

jYi;j events (with Yi;j being the yield of component j
in data sample i), and the vector xki holds the values for
M2

miss and o
0
NB of candidate ki. The PDF Pi of data sample i

is given by

PiðM2
miss; o

0
NBÞ ¼

1

Ni
·
X

j

Yi;j½fi;j;lowPi;j;lowðM2
missÞ

þ ð1 − fi;j;lowÞPi;j;highðo0NBÞ': ð9Þ

The index j runs over the components and fi;j;low is the
fraction of events of the component j that are in the lower
M2

miss range. The one-dimensional probability density
function Pi;j;low (Pi;j;high) represents the M2

miss (o
0
NB) dis-

tribution in the low- (high-)M2
miss region.
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FIG. 2 (color online). Fit projections and data points with statistical uncertainties in theD%þl− (top) andD%0l− (bottom) data samples.
Left: M2

miss distribution for M2
miss < 0.85 GeV2=c4; right: o0NB distribution for M2

miss > 0.85 GeV2=c4.
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IV.B - Hadronic tag fits

(c)BaBar BaBar

Figure 9 Projections of the signal fits for the BABAR (Lees et al., 2012) and Belle (Huschle et al., 2015) measurements of
R(D(⇤)) with hadronic tagging. (a-b) Full m

2
miss projections of the BABAR fit showing the normalization components for

the D` and D
⇤
` samples (combination of D

(⇤)0
` and D

(⇤)+
`). (c-d) m

2
miss projections of the BABAR fit focusing on the

signal contributions at high m
2
miss. (e-h) Full projections of the fit to the neural network output o

0
NB by Belle in the region

m
2
miss > 0.85 GeV2 for the four D

(⇤)
` samples.

Table VI Comparison of the total yields extracted by the
isospin-constrained fits from BABAR (Lees et al., 2012) and
Belle (Huschle, 2015). The “✏ ratio” column corresponds to
the ratio of the Belle to the BABAR fitted yields normalized
by the datasets, 471 million of BB pairs for BABAR and 772
million for Belle.

Sample Contribution BABAR Belle ✏ ratio

D`

B ! D⌧⌫ 489 320 0.40

B ! D`⌫ 2981 3147 0.64

B ! D
⇤⇤

l⌫ 506 239 0.29

Other bkg. 1033 2005 1.18

D
⇤
`

B ! D
⇤
⌧⌫ 888 503 0.35

B ! D
⇤
`⌫ 11953 12045 0.61

B ! D
⇤⇤

l⌫ 261 153 0.36

Other bkg. 404 2477 3.74

rest frame, E
⇤
`
, while Belle fits the m

2

miss
distribution for

m
2

miss
< 0.85 GeV2 and the output of the classifier at

high m
2

miss
. Figure 9 shows some of the relevant pro-

jections for both fits. The narrow peaks in Fig. 9(a-b),
including that of the feed-down B ! D

⇤
`⌫ decays recon-

structed in the D` sample with a broader m
2

miss
distri-

bution, illustrate the power of hadronic tagging in dis-
criminating signal from normalization decays. Table VI
shows a comparison of their fitted yields. Although the
Belle dataset is 64% larger, the signal yields are about
40% smaller due to the lower reconstruction e�ciency.
The di↵erences in the background yields are primarily
due to BABAR placing a requirement on the multivariate
classifier and Belle fitting its output instead.

The most challenging background contribution arises
from B ! D

⇤⇤
`⌫ and B ! D

⇤⇤
⌧⌫ decays. The B !

D
⇤⇤

`⌫ processes are estimated in control samples with
the same selection as the signal samples, except for the
addition of a ⇡

0 meson. In these control samples, decays
of the form B ! D

(⇤)
⇡

0
`
�

⌫` have values of m
2

miss
close to

zero, so that their yields are easily determined with fits to
this variable. This fit is performed simultaneously with
the fits to the signal samples, and the B ! D

⇤⇤
l⌫ con-

tribution to both is linked by the ratio of expected yields
taken from the simulation. Additional backgrounds from
continuum and combinatorial B processes are estimated
from data control samples, and are fixed in the fits.

Table VII summarizes all the sources of uncertainty
in the measured R(D(⇤)) ratios by both analyses. The
largest uncertainties come from the B ! D

⇤⇤
l⌫ contri-

butions and the limited size of the simulated samples
(“MC stats”). The latter uncertainty a↵ects primarily
the PDFs describing the kinematic distributions of all
the components in the fit. The branching fraction ratios
are calculated as

R(D(⇤)) =
Nsig

Nnorm

✏norm

✏sig
, (47)

where Nsig and Nnorm are the number of signal and nor-
malization events determined by the fit, respectively, and
✏sig/✏norm is the ratio of e�ciencies taken from simula-
tion. Since the signal and normalization decays are re-
constructed with the same particles in the final state,
many uncertainties cancel in the ratio leading to a rela-
tively small 2–3% overall uncertainty on this quantity.

Table VIII shows the results from the BABAR and Belle
analyses, which are compatible within uncertainties. The
isospin-unconstrained results from BABAR (Table XIX
in Sec. VI.A) show good agreement with the expected
percent-level degree of isospin breaking. The total uncer-
tainty on R(D(⇤)) in these measurements is dominated by
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Check result stable as a function of 
lepton flavor, run period, and purity

For most of the additive systematic uncertainties, we
estimate the correlation from the two-dimensional
RðDÞ-RðD#Þ distribution resulting from the fit variations.
This is not possible for the D## ! Dð#Þ!0=!$ and D## !
Dð#Þ!! uncertainties. These uncertainties affect the size of
theD##ð‘="Þ# background in theDð#Þ‘ samples in the same
way that as fD## does. Thus, we derive their correlations
from the fD## correlations. Since the signal and D##"#
PDFs are very similar, we assign a 100% correlation on
Bð !B ! D##"% !#"Þ.

The multiplicative uncertainties on the efficiency due
to the MC statistics are uncorrelated. The FFs for !B !
D‘% !#‘ and !B ! D#‘% !#‘ decays are measured separately,
so their uncertainties are also not correlated. The uncer-
tainty on Bð"% ! ‘% !#‘#"Þ affects all channels equally.
We assume that the remaining small uncertainties on the
efficiencies due to detector effects are 100% correlated
as well.

The uncertainties and their correlations are listed in
Table V. We combine these correlations $i and the uncer-
tainties by adding their covariance matrices,

X

i

%2
i $i%i%

#
i

$i%i%
#
i %#2

i

 !
¼ %2

tot $tot%tot%
#
tot

$tot%tot%
#
tot %#2

tot

 !
:

(30)

Here, %i and %#
i refer to the uncertainties on RðDÞ and

RðD#Þ, respectively.

VIII. STABILITY CHECKS AND
KINEMATIC DISTRIBUTIONS

A. Stability tests

We have checked the stability of the fit results for differ-
ent data subsamples and different levels of background
suppression.

To look for possible dependence of the results on the
data taking periods, we divide the data sample into four
periods corresponding to approximately equal luminosity,
and fit each sample separately. The results are presented in
Fig. 11. The eight measurements each for RðDÞ and
RðD#Þ, separately for Bþ and B0, are compared to the
isospin-constrained fit results obtained from the complete
data sample. Based on the values of &2 for 7 degrees of
freedom, we conclude that the results of these fits are
statistically consistent with the fit to the whole data sample.

A similar test is performed for two samples identified by
the final state lepton, an electron or a muon. This test
includes the uncertainties on the background corrections
that affect the electron and muon samples differently.
These uncertainties are statistically dominated and, thus,
independent for both samples. The results are presented in
the bottom panels of Fig. 11. The &2 tests confirm the
stability of these measurements within the uncertainties.

To assess the sensitivity of the fit results on the purity of
the data sample and the BDT selection, we perform fits for

samples selected with different BDT requirements. We
identify each sample by the relative number of events in
the signal region (m2

miss > 1 GeV2) with respect to the
nominal sample, which is labeled as the 100% sample.
The ratio of the number of fitted signal events S to the
number of background events B varies from S=B ¼ 1:27 in
the 30% sample, to S=B ¼ 0:27 in the 300% sample, while
the backgrounds increase by a factor of 18. The BDT bias
correction and the PDFs are recalculated for each sample.
Figure 12 shows the results of fits to the different samples
with tighter and looser BDT requirements. We take into
account the large correlations between these nested
samples and conclude that the results are stable for the
very large variations of the BDT requirements.

B. Gaussian uncertainties

For a maximum likelihood fit with Gaussian uncertain-
ties, the logarithm of the likelihood is described by the
parabola PðYÞ ¼ ðY % YfitÞ2=2%2

fit, where Yfit is the fitted
yield and %fit is the uncertainty on Yfit. Figure 13 compares

FIG. 11 (color online). Measurements ofRðDÞ andRðD#Þ for
different data subsamples. Top: for four run periods with statis-
tical uncertainties only. Bottom: for electrons and muons with
statistical and uncorrelated systematic uncertainties. The vertical
bands labeled ‘‘SM’’ and ‘‘All data’’ mark the SM predictions
and the results of the fits to the whole data sample, respectively.
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FIG. 12 (color online). Measurements ofRðDÞ andRðD#Þ for
different BDT requirements, impacting the signal/background
ratio. The horizontal bands mark the RðDÞ and RðD#Þ results
for the isospin-constrained fit to the nominal (100%) sample.
The data points represent the results of the fits for Bþ and B0

mesons with their statistical uncertainties.
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and the fit projections are shown in Fig. 3. Figures 4 and 5
show the signal-enhanced (M2

miss > 2.0 GeV2=c4) fit pro-
jections in EECL (the most powerful classifier in the neural
network) and p!

l, respectively. In these figures, all back-
ground components except D!! background are combined
into the other-BG component for clarity. The best-fit yields
are given in Table III.
From the fit, the correlation between R and R! is −0.56;

each, in turn, is most strongly correlated with the D!!

background yields, with 0.1 to 0.2 for R and ≈0.3 for R!.

IX. SYSTEMATIC UNCERTAINTIES

The dominant systematic uncertainties arise from our
limited understanding of the D!! background and from
uncertainties in the fixed factors used in the fit. They are
summarized in Table IV and itemized below.
In the table, “Dð!ð!ÞÞlν shapes” refers to uncertainties in

the parameters that are used for the shape reweighting of
semileptonic decays. The effect on the result is extracted by
creating different sets of weights according to shape
hypotheses from varying individual production parameters
within their 1σ limits.

The D!! background has a strong influence on the
extracted yield of the tau signal because the two compo-
nents overlap in the M2

miss spectrum. In addition to the
shape uncertainties, there are uncertainties related to the
poorly determined branching fractions to the different D!!

states. The fit is therefore repeated several times: twice for
eachD!! state, with its branching fractions varied within its
uncertainties. We use the following uncertainties: 42.3%
for D!

2, 34.6% for D!
0, 14.9% for D1, 36.2% for D0

1, and
100.0% for the radially excited Dð2SÞ and D!ð2SÞ. The
best-fit variations in R are used as systematic uncertainties.
They are combined quadratically and quoted in Table IVas
“D!! composition.”

All fixed factors used in the fit are varied by their
uncertainty (arising from the MC sample size). The
influence of the uncertainty of these factors is shown
individually in Table IV. Most factors—especially the fixed
yields—have little influence on the overall uncertainty; the
efficiency ratios fDþ;0

and fD
!þ;0

eff and the cross-feed prob-
ability ratios gþ;0 give the largest contributions, comparable
to the D!! composition and Dð!ð!ÞÞlν shape uncertainties.
To evaluate the effect of PDF uncertainties, the shapes of

all components are modified and the fit is repeated. The
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FIG. 4 (color online). Projections of the fit results and data points with statistical uncertainties in a signal-enhanced region of
M2

miss > 2.0 GeV2=c4 in the EECL dimension. Top left: Dþl−; top right: D!þl−; bottom left: D0l−; bottom right: D!0l−.
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and the fit projections are shown in Fig. 3. Figures 4 and 5
show the signal-enhanced (M2

miss > 2.0 GeV2=c4) fit pro-
jections in EECL (the most powerful classifier in the neural
network) and p!

l, respectively. In these figures, all back-
ground components except D!! background are combined
into the other-BG component for clarity. The best-fit yields
are given in Table III.
From the fit, the correlation between R and R! is −0.56;

each, in turn, is most strongly correlated with the D!!

background yields, with 0.1 to 0.2 for R and ≈0.3 for R!.

IX. SYSTEMATIC UNCERTAINTIES

The dominant systematic uncertainties arise from our
limited understanding of the D!! background and from
uncertainties in the fixed factors used in the fit. They are
summarized in Table IV and itemized below.
In the table, “Dð!ð!ÞÞlν shapes” refers to uncertainties in

the parameters that are used for the shape reweighting of
semileptonic decays. The effect on the result is extracted by
creating different sets of weights according to shape
hypotheses from varying individual production parameters
within their 1σ limits.

The D!! background has a strong influence on the
extracted yield of the tau signal because the two compo-
nents overlap in the M2

miss spectrum. In addition to the
shape uncertainties, there are uncertainties related to the
poorly determined branching fractions to the different D!!

states. The fit is therefore repeated several times: twice for
eachD!! state, with its branching fractions varied within its
uncertainties. We use the following uncertainties: 42.3%
for D!

2, 34.6% for D!
0, 14.9% for D1, 36.2% for D0

1, and
100.0% for the radially excited Dð2SÞ and D!ð2SÞ. The
best-fit variations in R are used as systematic uncertainties.
They are combined quadratically and quoted in Table IVas
“D!! composition.”

All fixed factors used in the fit are varied by their
uncertainty (arising from the MC sample size). The
influence of the uncertainty of these factors is shown
individually in Table IV. Most factors—especially the fixed
yields—have little influence on the overall uncertainty; the
efficiency ratios fDþ;0

and fD
!þ;0

eff and the cross-feed prob-
ability ratios gþ;0 give the largest contributions, comparable
to the D!! composition and Dð!ð!ÞÞlν shape uncertainties.
To evaluate the effect of PDF uncertainties, the shapes of

all components are modified and the fit is repeated. The
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FIG. 4 (color online). Projections of the fit results and data points with statistical uncertainties in a signal-enhanced region of
M2

miss > 2.0 GeV2=c4 in the EECL dimension. Top left: Dþl−; top right: D!þl−; bottom left: D0l−; bottom right: D!0l−.
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increases up to 8% for large values of tan!=mH! , and, as
we noted earlier, its uncertainty increases due to the larger
dispersion of the weights in the 2HDM reweighting.

The variation of the fitted signal yields as a function of
tan!=mH! is also shown in Fig. 19. The sharp drop in the
!B ! D"" !#" yield at tan!=mH! # 0:4 GeV"1 is due to
the large shift in the m2

miss distribution which occurs when

the Higgs contribution begins to dominate the total rate.
This shift is also reflected in the q2 distribution and, as we
will see in the next section, the data do not support it. The
change of the !B ! D$"" !#" yield, mostly caused by the
correlation with the !B ! D"" !#" sample, is much smaller.
Figure 20 compares the measured values of RðDÞ and

RðD$Þ in the context of the type II 2HDM to the theoretical
predictions as a function of tan!=mH! . The increase in the
uncertainty on the signal PDFs and the efficiency ratio as a
function of tan!=mH! are taken into account. Other sources
of systematic uncertainty are kept constant in relative terms.
The measured values of RðDÞ and RðD$Þ match the

predictions of this particular Higgs model for tan!=mH! ¼
0:44!0:02GeV"1 and tan!=mH! ¼ 0:75! 0:04 GeV"1,
respectively. However, the combination of RðDÞ and
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FIG. 16 (color online). mES distributions before (left) and after (center) subtraction of normalization of background events, and
lepton momentum distributions after this subtraction (right) for events with m2

miss > 1:5 GeV2 scaled to the results of the isospin-
constrained fit. The B0 and Bþ samples are combined. See Fig. 15 for a legend.
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FIG. 17 (color online). Representation of $2 [Eq. (33)] in the
RðDÞ-RðD$Þ plane. The white cross corresponds to the mea-
sured RðDð$ÞÞ, and the black cross to the SM predictions. The
shaded bands represent one standard deviation each.
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FIG. 18 (color online). m2
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‘j projections of the
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FIG. 19 (color online). Left: Variation of the !B ! D"" !#"

(top) and !B ! D$"" !#" (bottom) efficiency in the 2HDM with
respect to the SM efficiency. The band indicates the increase on
statistical uncertainty with respect to the SM value. Right:
Variation of the fitted !B ! D"" !#" (top) and !B ! D$"" !#"

(bottom) yields as a function of tan!=mH! . The band indicates
the statistical uncertainty of the fit.
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The simultaneous fit over all four data samples has
twelve free parameters: the lepton normalization yield per
sample, the lepton cross-feed yield per Dl− sample, the
D!! background yield per sample, and the branching-
fraction ratios RðDÞ and RðD!Þ. Here, we assume isospin
symmetry and use the same RðDÞ and RðD!Þ parameters
for the B̄0 and B− samples.

VII. CROSS-CHECKS

The implementation of the fit procedure is tested by
applying the same procedure to multiple subsets of the
available simulated data. The fit accuracies are evaluated
using sets of 500 pseudoexperiments and show no signifi-
cant bias in any measured quantity. These are used also to
test the influence on the fit result of the value of M2

miss ¼
0.85 GeV2=c4 that is used to partition the samples:
variation of this value reduces the precision of the fit result
but does not introduce any bias.
Further tests address the compatibility of the simulated

and recorded data. To test resolution modelling, we use a
sample of events with q2 < 3.5 GeV2=c2, dominated by
B̄ → Dð!Þl−ν̄l decays. As theD!! background is one of the
most important components—with a large potential for

flaws in its modeling—we evaluate its distributions in more
depth by reconstructing a data sample with enriched B̄ →
D!!l−ν̄l content by requiring a signal-like event but with
an additional π0. The background-enriched data samples
are fit individually in four dimensions separately: M2

miss,
M2

miss;no π0 , EECL, and p!
l, where M2

miss;no π0 is the missing
mass of the candidate, calculated without the additional π0.
The shapes of the components are extracted from simulated
data. In each of the four Dð!Þl−π0 samples, consistent
yields are obtained from the fits to all four variables,
indicating that the simulation describes faithfully the
distribution in all tested dimensions.

VIII. RESULTS

The fit to the entire data sample gives

RðDÞ ¼ 0.375% 0.064 ð10Þ

RðD!Þ ¼ 0.293% 0.038; ð11Þ

corresponding to a yield of 320 B̄ → Dτ−ν̄τ and 503 B̄ →
D!τ−ν̄τ events; the errors are statistical. Projections of the
fit are shown in Figs. 1 and 2. The high-M2

miss distributions
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FIG. 3 (color online). Projections of the fit results and data points with statistical uncertainties for the high M2
miss region. Top left:

Dþl−; top right: D!þl−; bottom left: D0l−; bottom right: D!0l−.
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IV.A - Hadronic tag checks

We compare the measured RðDð"ÞÞ to the calculations
based on the SM,

RðDÞexp ¼ 0:440% 0:072

RðD"Þexp ¼ 0:332% 0:030;

RðDÞSM ¼ 0:297% 0:017

RðD"ÞSM ¼ 0:252% 0:003;

and observe an excess over the SM predictions for RðDÞ
and RðD"Þ of 2:0! and 2:7!, respectively. We combine
these two measurements in the following way

"2 ¼ ð!;!"Þ
!2

exp þ!2
th #!exp!

"
exp

#!exp!
"
exp !"2

exp þ!"2
th

 !'1 !

!"

 !
; (33)

where !ð"Þ ¼ RðDð"ÞÞexp 'RðDð"ÞÞth, and # is the total
correlation between the two measurements, #ðRðDÞ;
RðD"ÞÞ ¼ '0:27. Since the total uncertainty is dominated
by the experimental uncertainty, the expression in Eq. (33)
is expected to be distributed as a "2 distribution for two

degrees of freedom. Figure 17 shows this distribution in the
RðDÞ-RðD"Þ plane. The contours are ellipses slightly
rotated with respect to the RðDÞ-RðD"Þ axes, due to the
nonzero correlation.
For the assumption that RðDð"ÞÞth ¼ RðDð"ÞÞSM, we

obtain "2 ¼ 14:6, which corresponds to a probability of
6:9( 10'4. This means that the possibility that the mea-
sured RðDÞ and RðD"Þ both agree with the SM predic-
tions is excluded at the 3:4! level [43]. Recent calculations
[7,8,44,45] have resulted in values ofRðDÞSM that slightly
exceed our estimate. For the largest of those values, the
significance of the observed excess decreases to 3:2!.

B. Search for a charged Higgs

To examine whether the excess in RðDð"ÞÞ can be
explained by contributions from a charged Higgs boson
in the type II 2HDM, we study the dependence of the fit
results on tan$=mH% .
For 20 values of tan$=mH% , equally spaced in the

½0:05; 1:00* GeV'1 range, we recalculate the eight signal
PDFs, accounting for the charged Higgs contributions as
described in Sec. II. Figure 18 shows the m2

miss and jp"
‘j

projections of the D0%& ) D0‘ PDF for four values of
tan$=mH% . The impact of charged Higgs contributions on
the m2

miss distribution mirrors those in the q2 distribution,
see Fig. 3, because of the relation

m2
miss ¼ ðpeþe' ' pBtag

' pDð"Þ ' p‘Þ2 ¼ ðq' p‘Þ2;

The changes in the jp"
‘j distribution are due to the change

in the % polarization.
We recalculate the value of the efficiency ratio "sig="norm

as a function of tan$=mH% (see Fig. 19). The efficiency
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and the fit projections are shown in Fig. 3. Figures 4 and 5
show the signal-enhanced (M2

miss > 2.0 GeV2=c4) fit pro-
jections in EECL (the most powerful classifier in the neural
network) and p!

l, respectively. In these figures, all back-
ground components except D!! background are combined
into the other-BG component for clarity. The best-fit yields
are given in Table III.
From the fit, the correlation between R and R! is −0.56;

each, in turn, is most strongly correlated with the D!!

background yields, with 0.1 to 0.2 for R and ≈0.3 for R!.

IX. SYSTEMATIC UNCERTAINTIES

The dominant systematic uncertainties arise from our
limited understanding of the D!! background and from
uncertainties in the fixed factors used in the fit. They are
summarized in Table IV and itemized below.
In the table, “Dð!ð!ÞÞlν shapes” refers to uncertainties in

the parameters that are used for the shape reweighting of
semileptonic decays. The effect on the result is extracted by
creating different sets of weights according to shape
hypotheses from varying individual production parameters
within their 1σ limits.

The D!! background has a strong influence on the
extracted yield of the tau signal because the two compo-
nents overlap in the M2

miss spectrum. In addition to the
shape uncertainties, there are uncertainties related to the
poorly determined branching fractions to the different D!!

states. The fit is therefore repeated several times: twice for
eachD!! state, with its branching fractions varied within its
uncertainties. We use the following uncertainties: 42.3%
for D!

2, 34.6% for D!
0, 14.9% for D1, 36.2% for D0

1, and
100.0% for the radially excited Dð2SÞ and D!ð2SÞ. The
best-fit variations in R are used as systematic uncertainties.
They are combined quadratically and quoted in Table IVas
“D!! composition.”

All fixed factors used in the fit are varied by their
uncertainty (arising from the MC sample size). The
influence of the uncertainty of these factors is shown
individually in Table IV. Most factors—especially the fixed
yields—have little influence on the overall uncertainty; the
efficiency ratios fDþ;0

and fD
!þ;0

eff and the cross-feed prob-
ability ratios gþ;0 give the largest contributions, comparable
to the D!! composition and Dð!ð!ÞÞlν shape uncertainties.
To evaluate the effect of PDF uncertainties, the shapes of

all components are modified and the fit is repeated. The
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and the fit projections are shown in Fig. 3. Figures 4 and 5
show the signal-enhanced (M2

miss > 2.0 GeV2=c4) fit pro-
jections in EECL (the most powerful classifier in the neural
network) and p!

l, respectively. In these figures, all back-
ground components except D!! background are combined
into the other-BG component for clarity. The best-fit yields
are given in Table III.
From the fit, the correlation between R and R! is −0.56;

each, in turn, is most strongly correlated with the D!!

background yields, with 0.1 to 0.2 for R and ≈0.3 for R!.

IX. SYSTEMATIC UNCERTAINTIES

The dominant systematic uncertainties arise from our
limited understanding of the D!! background and from
uncertainties in the fixed factors used in the fit. They are
summarized in Table IV and itemized below.
In the table, “Dð!ð!ÞÞlν shapes” refers to uncertainties in

the parameters that are used for the shape reweighting of
semileptonic decays. The effect on the result is extracted by
creating different sets of weights according to shape
hypotheses from varying individual production parameters
within their 1σ limits.

The D!! background has a strong influence on the
extracted yield of the tau signal because the two compo-
nents overlap in the M2

miss spectrum. In addition to the
shape uncertainties, there are uncertainties related to the
poorly determined branching fractions to the different D!!

states. The fit is therefore repeated several times: twice for
eachD!! state, with its branching fractions varied within its
uncertainties. We use the following uncertainties: 42.3%
for D!

2, 34.6% for D!
0, 14.9% for D1, 36.2% for D0

1, and
100.0% for the radially excited Dð2SÞ and D!ð2SÞ. The
best-fit variations in R are used as systematic uncertainties.
They are combined quadratically and quoted in Table IVas
“D!! composition.”

All fixed factors used in the fit are varied by their
uncertainty (arising from the MC sample size). The
influence of the uncertainty of these factors is shown
individually in Table IV. Most factors—especially the fixed
yields—have little influence on the overall uncertainty; the
efficiency ratios fDþ;0

and fD
!þ;0

eff and the cross-feed prob-
ability ratios gþ;0 give the largest contributions, comparable
to the D!! composition and Dð!ð!ÞÞlν shape uncertainties.
To evaluate the effect of PDF uncertainties, the shapes of

all components are modified and the fit is repeated. The
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We compare the measured RðDð"ÞÞ to the calculations
based on the SM,

RðDÞexp ¼ 0:440% 0:072

RðD"Þexp ¼ 0:332% 0:030;

RðDÞSM ¼ 0:297% 0:017

RðD"ÞSM ¼ 0:252% 0:003;

and observe an excess over the SM predictions for RðDÞ
and RðD"Þ of 2:0! and 2:7!, respectively. We combine
these two measurements in the following way

"2 ¼ ð!;!"Þ
!2

exp þ!2
th #!exp!

"
exp

#!exp!
"
exp !"2

exp þ!"2
th

 !'1 !

!"

 !
; (33)

where !ð"Þ ¼ RðDð"ÞÞexp 'RðDð"ÞÞth, and # is the total
correlation between the two measurements, #ðRðDÞ;
RðD"ÞÞ ¼ '0:27. Since the total uncertainty is dominated
by the experimental uncertainty, the expression in Eq. (33)
is expected to be distributed as a "2 distribution for two

degrees of freedom. Figure 17 shows this distribution in the
RðDÞ-RðD"Þ plane. The contours are ellipses slightly
rotated with respect to the RðDÞ-RðD"Þ axes, due to the
nonzero correlation.
For the assumption that RðDð"ÞÞth ¼ RðDð"ÞÞSM, we

obtain "2 ¼ 14:6, which corresponds to a probability of
6:9( 10'4. This means that the possibility that the mea-
sured RðDÞ and RðD"Þ both agree with the SM predic-
tions is excluded at the 3:4! level [43]. Recent calculations
[7,8,44,45] have resulted in values ofRðDÞSM that slightly
exceed our estimate. For the largest of those values, the
significance of the observed excess decreases to 3:2!.

B. Search for a charged Higgs

To examine whether the excess in RðDð"ÞÞ can be
explained by contributions from a charged Higgs boson
in the type II 2HDM, we study the dependence of the fit
results on tan$=mH% .
For 20 values of tan$=mH% , equally spaced in the

½0:05; 1:00* GeV'1 range, we recalculate the eight signal
PDFs, accounting for the charged Higgs contributions as
described in Sec. II. Figure 18 shows the m2

miss and jp"
‘j

projections of the D0%& ) D0‘ PDF for four values of
tan$=mH% . The impact of charged Higgs contributions on
the m2

miss distribution mirrors those in the q2 distribution,
see Fig. 3, because of the relation

m2
miss ¼ ðpeþe' ' pBtag

' pDð"Þ ' p‘Þ2 ¼ ðq' p‘Þ2;

The changes in the jp"
‘j distribution are due to the change

in the % polarization.
We recalculate the value of the efficiency ratio "sig="norm

as a function of tan$=mH% (see Fig. 19). The efficiency
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Table VII Summary of the relative uncertainties for the
BABAR (Lees et al., 2012) and Belle (Huschle et al., 2015)
measurements of R(D(⇤)) with hadronic tagging.

Result Contribution

Uncertainty [%]

RatioBABAR Belle

Sys. Stat. Sys. Stat.

R(D)

B ! D
⇤⇤

l⌫ 5.8 4.4 0.76

MC stats 5.7 4.4 0.78

B ! Dl⌫ 2.5 3.3 1.30

Other bkg. 3.9 0.7 0.18

Particle ID 0.9 0.5 0.54

Total systematic 9.6 7.1 0.74

Total statistical 13.1 17.1 1.31

Total 16.2 18.5 1.14

R(D⇤)

B ! D
⇤⇤

l⌫ 3.7 3.4 0.90

MC stats 2.8 3.6 1.31

B ! D
⇤
l⌫ 1.0 1.3 1.31

Other bkg. 2.3 0.7 0.29

Particle ID 0.9 0.5 0.54

Total systematic 5.6 5.2 0.93

Total statistical 7.1 13.0 1.83

Total 9.0 14.0 1.56

Table VIII Results of the BABAR (Lees et al., 2012) and
Belle (Huschle et al., 2015) measurements of R(D(⇤)) with
hadronic tagging. The first uncertainty is statistical and the
second systematic.

Result BABAR Belle

R(D) 0.440 ± 0.058 ± 0.042 0.375 ± 0.064 ± 0.026

R(D⇤) 0.332 ± 0.024 ± 0.018 0.293 ± 0.038 ± 0.015

the statistical uncertainty, so the much larger data sam-
ples expected to be collected by Belle II should improve
these results significantly.

Thorough checks of the stability of these results were
performed, including separate fits to the muon and elec-
tron samples, to the various running periods, and to
samples modified selection requirements varying the sig-
nal over background ratio, S/B, from 1.27 to 0.27. In
all cases, results were compatible with the nominal re-
sult. Additionally, a number of kinematic distributions
of signal-enriched samples were compared with the fitted
SM signal plus background model and found good agree-
ment overall. Figure 10 shows the distributions for the

energy substituted mass mES =
q

E
2

beam
� p2

tag
, which

peaks at the B mass for correctly reconstructed events,
and EECL. In both cases, the distributions are consistent
with the fitted signal events to be coming from B mesons
with no additional unreconstructed particles in the event.

Finally, Fig. 11 shows the measured e�ciency-
corrected q

2 distributions for B ! D
(⇤)

⌧⌫ decays and
finds good agreement with the SM expectations. The
measured distributions are also compared in panels (e-f)
with the expectations from the Type-II two-Higgs dou-
blet model (2HDM) with tan �/mH± = 0.45 GeV�1,
which proceeds primarily via a scalar mediator. The
BABAR analysis recalculates the signal PDFs, reweight-
ing the light lepton momentum to approximately account
for the changes in helicity, for each value of tan �/mH±

and fits the data again, so the data points in Fig. 11
(c-d) are somewhat di↵erent from those in panels (e-f)
due to the slightly di↵erent background and signal cross-
feed subtraction. Including systematic uncertainties, this
benchmark model is excluded at greater than 95% confi-
dence level.

BaBar 2012 ℛ(D(*))

23

described well by the fit. It tightly constrains contributions
from B ! Dð"Þ!‘" decays, including the nonresonant
Dð"Þ! states as well as decays of D"" states, narrow or
wide. There appears to be a small excess of events in the
data for 1<m2

miss < 2 GeV2. This might be an indication
for an underestimation of the D""ð‘=#Þ" background. The
impact of this effect is assessed as a systematic uncertainty.

The fit determines, for each signal decay mode, the
number of signal events in the data sample, Nsig, and the
corresponding number of normalization events, Nnorm. We
derive the ratios of branching fractions as

RðDð"ÞÞ ¼ Nsig

Nnorm

"norm
"sig

; (29)

where "sig="norm is the ratio of efficiencies (including the
#% branching fractions) taken from MC simulation. These
relative efficiencies are larger for RðDÞ than for RðD"Þ,
because the q2 > 4 GeV2 requirement rejects a larger
fraction of !B ! D‘& !"‘ decays than of !B ! D"‘& !"‘ de-
cays, while keeping almost 100% of !B ! Dð"Þ#& !"#

decays.

The results of the fits in terms of the number of events,
the efficiency ratios, and RðDð"ÞÞ are listed in Table VIII,
for both the standard and the isospin-constrained fits. Due
to the large signal feed-down, there are significant negative
correlations between the fits to the D‘ and D"‘ samples.
The statistical correlations are &0:59 for RðD0Þ and
RðD"0Þ, &0:23 for RðDþÞ and RðD"þÞ, and &0:45 for
RðDÞ and RðD"Þ.

VII. SYSTEMATIC UNCERTAINTIES

Table V lists the systematic uncertainties considered
in this analysis, as well as their correlations in the mea-
surements ofRðDÞ andRðD"Þ. We distinguish two kinds
of uncertainties that affect the measurement of RðDð"ÞÞ:
additive uncertainties which impact the signal and
background yields and thereby the significance of the
results, and multiplicative uncertainties that affect the
"sig="norm ratios and, thus, do not change the signifi-
cance. The limited size of the simulated signal and back-
ground samples impact both additive and multiplicative
uncertainties.
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and the fit projections are shown in Fig. 3. Figures 4 and 5
show the signal-enhanced (M2

miss > 2.0 GeV2=c4) fit pro-
jections in EECL (the most powerful classifier in the neural
network) and p!

l, respectively. In these figures, all back-
ground components except D!! background are combined
into the other-BG component for clarity. The best-fit yields
are given in Table III.
From the fit, the correlation between R and R! is −0.56;

each, in turn, is most strongly correlated with the D!!

background yields, with 0.1 to 0.2 for R and ≈0.3 for R!.

IX. SYSTEMATIC UNCERTAINTIES

The dominant systematic uncertainties arise from our
limited understanding of the D!! background and from
uncertainties in the fixed factors used in the fit. They are
summarized in Table IV and itemized below.
In the table, “Dð!ð!ÞÞlν shapes” refers to uncertainties in

the parameters that are used for the shape reweighting of
semileptonic decays. The effect on the result is extracted by
creating different sets of weights according to shape
hypotheses from varying individual production parameters
within their 1σ limits.

The D!! background has a strong influence on the
extracted yield of the tau signal because the two compo-
nents overlap in the M2

miss spectrum. In addition to the
shape uncertainties, there are uncertainties related to the
poorly determined branching fractions to the different D!!

states. The fit is therefore repeated several times: twice for
eachD!! state, with its branching fractions varied within its
uncertainties. We use the following uncertainties: 42.3%
for D!

2, 34.6% for D!
0, 14.9% for D1, 36.2% for D0

1, and
100.0% for the radially excited Dð2SÞ and D!ð2SÞ. The
best-fit variations in R are used as systematic uncertainties.
They are combined quadratically and quoted in Table IVas
“D!! composition.”

All fixed factors used in the fit are varied by their
uncertainty (arising from the MC sample size). The
influence of the uncertainty of these factors is shown
individually in Table IV. Most factors—especially the fixed
yields—have little influence on the overall uncertainty; the
efficiency ratios fDþ;0

and fD
!þ;0

eff and the cross-feed prob-
ability ratios gþ;0 give the largest contributions, comparable
to the D!! composition and Dð!ð!ÞÞlν shape uncertainties.
To evaluate the effect of PDF uncertainties, the shapes of

all components are modified and the fit is repeated. The
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and the fit projections are shown in Fig. 3. Figures 4 and 5
show the signal-enhanced (M2

miss > 2.0 GeV2=c4) fit pro-
jections in EECL (the most powerful classifier in the neural
network) and p!

l, respectively. In these figures, all back-
ground components except D!! background are combined
into the other-BG component for clarity. The best-fit yields
are given in Table III.
From the fit, the correlation between R and R! is −0.56;

each, in turn, is most strongly correlated with the D!!

background yields, with 0.1 to 0.2 for R and ≈0.3 for R!.

IX. SYSTEMATIC UNCERTAINTIES

The dominant systematic uncertainties arise from our
limited understanding of the D!! background and from
uncertainties in the fixed factors used in the fit. They are
summarized in Table IV and itemized below.
In the table, “Dð!ð!ÞÞlν shapes” refers to uncertainties in

the parameters that are used for the shape reweighting of
semileptonic decays. The effect on the result is extracted by
creating different sets of weights according to shape
hypotheses from varying individual production parameters
within their 1σ limits.

The D!! background has a strong influence on the
extracted yield of the tau signal because the two compo-
nents overlap in the M2

miss spectrum. In addition to the
shape uncertainties, there are uncertainties related to the
poorly determined branching fractions to the different D!!

states. The fit is therefore repeated several times: twice for
eachD!! state, with its branching fractions varied within its
uncertainties. We use the following uncertainties: 42.3%
for D!

2, 34.6% for D!
0, 14.9% for D1, 36.2% for D0

1, and
100.0% for the radially excited Dð2SÞ and D!ð2SÞ. The
best-fit variations in R are used as systematic uncertainties.
They are combined quadratically and quoted in Table IVas
“D!! composition.”

All fixed factors used in the fit are varied by their
uncertainty (arising from the MC sample size). The
influence of the uncertainty of these factors is shown
individually in Table IV. Most factors—especially the fixed
yields—have little influence on the overall uncertainty; the
efficiency ratios fDþ;0

and fD
!þ;0

eff and the cross-feed prob-
ability ratios gþ;0 give the largest contributions, comparable
to the D!! composition and Dð!ð!ÞÞlν shape uncertainties.
To evaluate the effect of PDF uncertainties, the shapes of

all components are modified and the fit is repeated. The
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increases up to 8% for large values of tan!=mH! , and, as
we noted earlier, its uncertainty increases due to the larger
dispersion of the weights in the 2HDM reweighting.

The variation of the fitted signal yields as a function of
tan!=mH! is also shown in Fig. 19. The sharp drop in the
!B ! D"" !#" yield at tan!=mH! # 0:4 GeV"1 is due to
the large shift in the m2

miss distribution which occurs when

the Higgs contribution begins to dominate the total rate.
This shift is also reflected in the q2 distribution and, as we
will see in the next section, the data do not support it. The
change of the !B ! D$"" !#" yield, mostly caused by the
correlation with the !B ! D"" !#" sample, is much smaller.
Figure 20 compares the measured values of RðDÞ and

RðD$Þ in the context of the type II 2HDM to the theoretical
predictions as a function of tan!=mH! . The increase in the
uncertainty on the signal PDFs and the efficiency ratio as a
function of tan!=mH! are taken into account. Other sources
of systematic uncertainty are kept constant in relative terms.
The measured values of RðDÞ and RðD$Þ match the

predictions of this particular Higgs model for tan!=mH! ¼
0:44!0:02GeV"1 and tan!=mH! ¼ 0:75! 0:04 GeV"1,
respectively. However, the combination of RðDÞ and
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The simultaneous fit over all four data samples has
twelve free parameters: the lepton normalization yield per
sample, the lepton cross-feed yield per Dl− sample, the
D!! background yield per sample, and the branching-
fraction ratios RðDÞ and RðD!Þ. Here, we assume isospin
symmetry and use the same RðDÞ and RðD!Þ parameters
for the B̄0 and B− samples.

VII. CROSS-CHECKS

The implementation of the fit procedure is tested by
applying the same procedure to multiple subsets of the
available simulated data. The fit accuracies are evaluated
using sets of 500 pseudoexperiments and show no signifi-
cant bias in any measured quantity. These are used also to
test the influence on the fit result of the value of M2

miss ¼
0.85 GeV2=c4 that is used to partition the samples:
variation of this value reduces the precision of the fit result
but does not introduce any bias.
Further tests address the compatibility of the simulated

and recorded data. To test resolution modelling, we use a
sample of events with q2 < 3.5 GeV2=c2, dominated by
B̄ → Dð!Þl−ν̄l decays. As theD!! background is one of the
most important components—with a large potential for

flaws in its modeling—we evaluate its distributions in more
depth by reconstructing a data sample with enriched B̄ →
D!!l−ν̄l content by requiring a signal-like event but with
an additional π0. The background-enriched data samples
are fit individually in four dimensions separately: M2

miss,
M2

miss;no π0 , EECL, and p!
l, where M2

miss;no π0 is the missing
mass of the candidate, calculated without the additional π0.
The shapes of the components are extracted from simulated
data. In each of the four Dð!Þl−π0 samples, consistent
yields are obtained from the fits to all four variables,
indicating that the simulation describes faithfully the
distribution in all tested dimensions.

VIII. RESULTS

The fit to the entire data sample gives

RðDÞ ¼ 0.375% 0.064 ð10Þ

RðD!Þ ¼ 0.293% 0.038; ð11Þ

corresponding to a yield of 320 B̄ → Dτ−ν̄τ and 503 B̄ →
D!τ−ν̄τ events; the errors are statistical. Projections of the
fit are shown in Figs. 1 and 2. The high-M2

miss distributions
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IV.A - Hadronic tag checks

We compare the measured RðDð"ÞÞ to the calculations
based on the SM,

RðDÞexp ¼ 0:440% 0:072

RðD"Þexp ¼ 0:332% 0:030;

RðDÞSM ¼ 0:297% 0:017

RðD"ÞSM ¼ 0:252% 0:003;

and observe an excess over the SM predictions for RðDÞ
and RðD"Þ of 2:0! and 2:7!, respectively. We combine
these two measurements in the following way

"2 ¼ ð!;!"Þ
!2

exp þ!2
th #!exp!

"
exp

#!exp!
"
exp !"2

exp þ!"2
th

 !'1 !

!"

 !
; (33)

where !ð"Þ ¼ RðDð"ÞÞexp 'RðDð"ÞÞth, and # is the total
correlation between the two measurements, #ðRðDÞ;
RðD"ÞÞ ¼ '0:27. Since the total uncertainty is dominated
by the experimental uncertainty, the expression in Eq. (33)
is expected to be distributed as a "2 distribution for two

degrees of freedom. Figure 17 shows this distribution in the
RðDÞ-RðD"Þ plane. The contours are ellipses slightly
rotated with respect to the RðDÞ-RðD"Þ axes, due to the
nonzero correlation.
For the assumption that RðDð"ÞÞth ¼ RðDð"ÞÞSM, we

obtain "2 ¼ 14:6, which corresponds to a probability of
6:9( 10'4. This means that the possibility that the mea-
sured RðDÞ and RðD"Þ both agree with the SM predic-
tions is excluded at the 3:4! level [43]. Recent calculations
[7,8,44,45] have resulted in values ofRðDÞSM that slightly
exceed our estimate. For the largest of those values, the
significance of the observed excess decreases to 3:2!.

B. Search for a charged Higgs

To examine whether the excess in RðDð"ÞÞ can be
explained by contributions from a charged Higgs boson
in the type II 2HDM, we study the dependence of the fit
results on tan$=mH% .
For 20 values of tan$=mH% , equally spaced in the

½0:05; 1:00* GeV'1 range, we recalculate the eight signal
PDFs, accounting for the charged Higgs contributions as
described in Sec. II. Figure 18 shows the m2

miss and jp"
‘j

projections of the D0%& ) D0‘ PDF for four values of
tan$=mH% . The impact of charged Higgs contributions on
the m2

miss distribution mirrors those in the q2 distribution,
see Fig. 3, because of the relation

m2
miss ¼ ðpeþe' ' pBtag

' pDð"Þ ' p‘Þ2 ¼ ðq' p‘Þ2;

The changes in the jp"
‘j distribution are due to the change

in the % polarization.
We recalculate the value of the efficiency ratio "sig="norm

as a function of tan$=mH% (see Fig. 19). The efficiency
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and the fit projections are shown in Fig. 3. Figures 4 and 5
show the signal-enhanced (M2

miss > 2.0 GeV2=c4) fit pro-
jections in EECL (the most powerful classifier in the neural
network) and p!

l, respectively. In these figures, all back-
ground components except D!! background are combined
into the other-BG component for clarity. The best-fit yields
are given in Table III.
From the fit, the correlation between R and R! is −0.56;

each, in turn, is most strongly correlated with the D!!

background yields, with 0.1 to 0.2 for R and ≈0.3 for R!.

IX. SYSTEMATIC UNCERTAINTIES

The dominant systematic uncertainties arise from our
limited understanding of the D!! background and from
uncertainties in the fixed factors used in the fit. They are
summarized in Table IV and itemized below.
In the table, “Dð!ð!ÞÞlν shapes” refers to uncertainties in

the parameters that are used for the shape reweighting of
semileptonic decays. The effect on the result is extracted by
creating different sets of weights according to shape
hypotheses from varying individual production parameters
within their 1σ limits.

The D!! background has a strong influence on the
extracted yield of the tau signal because the two compo-
nents overlap in the M2

miss spectrum. In addition to the
shape uncertainties, there are uncertainties related to the
poorly determined branching fractions to the different D!!

states. The fit is therefore repeated several times: twice for
eachD!! state, with its branching fractions varied within its
uncertainties. We use the following uncertainties: 42.3%
for D!

2, 34.6% for D!
0, 14.9% for D1, 36.2% for D0

1, and
100.0% for the radially excited Dð2SÞ and D!ð2SÞ. The
best-fit variations in R are used as systematic uncertainties.
They are combined quadratically and quoted in Table IVas
“D!! composition.”

All fixed factors used in the fit are varied by their
uncertainty (arising from the MC sample size). The
influence of the uncertainty of these factors is shown
individually in Table IV. Most factors—especially the fixed
yields—have little influence on the overall uncertainty; the
efficiency ratios fDþ;0

and fD
!þ;0

eff and the cross-feed prob-
ability ratios gþ;0 give the largest contributions, comparable
to the D!! composition and Dð!ð!ÞÞlν shape uncertainties.
To evaluate the effect of PDF uncertainties, the shapes of

all components are modified and the fit is repeated. The
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and the fit projections are shown in Fig. 3. Figures 4 and 5
show the signal-enhanced (M2

miss > 2.0 GeV2=c4) fit pro-
jections in EECL (the most powerful classifier in the neural
network) and p!

l, respectively. In these figures, all back-
ground components except D!! background are combined
into the other-BG component for clarity. The best-fit yields
are given in Table III.
From the fit, the correlation between R and R! is −0.56;

each, in turn, is most strongly correlated with the D!!

background yields, with 0.1 to 0.2 for R and ≈0.3 for R!.

IX. SYSTEMATIC UNCERTAINTIES

The dominant systematic uncertainties arise from our
limited understanding of the D!! background and from
uncertainties in the fixed factors used in the fit. They are
summarized in Table IV and itemized below.
In the table, “Dð!ð!ÞÞlν shapes” refers to uncertainties in

the parameters that are used for the shape reweighting of
semileptonic decays. The effect on the result is extracted by
creating different sets of weights according to shape
hypotheses from varying individual production parameters
within their 1σ limits.

The D!! background has a strong influence on the
extracted yield of the tau signal because the two compo-
nents overlap in the M2

miss spectrum. In addition to the
shape uncertainties, there are uncertainties related to the
poorly determined branching fractions to the different D!!

states. The fit is therefore repeated several times: twice for
eachD!! state, with its branching fractions varied within its
uncertainties. We use the following uncertainties: 42.3%
for D!

2, 34.6% for D!
0, 14.9% for D1, 36.2% for D0

1, and
100.0% for the radially excited Dð2SÞ and D!ð2SÞ. The
best-fit variations in R are used as systematic uncertainties.
They are combined quadratically and quoted in Table IVas
“D!! composition.”

All fixed factors used in the fit are varied by their
uncertainty (arising from the MC sample size). The
influence of the uncertainty of these factors is shown
individually in Table IV. Most factors—especially the fixed
yields—have little influence on the overall uncertainty; the
efficiency ratios fDþ;0

and fD
!þ;0

eff and the cross-feed prob-
ability ratios gþ;0 give the largest contributions, comparable
to the D!! composition and Dð!ð!ÞÞlν shape uncertainties.
To evaluate the effect of PDF uncertainties, the shapes of

all components are modified and the fit is repeated. The
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We compare the measured RðDð"ÞÞ to the calculations
based on the SM,

RðDÞexp ¼ 0:440% 0:072

RðD"Þexp ¼ 0:332% 0:030;

RðDÞSM ¼ 0:297% 0:017

RðD"ÞSM ¼ 0:252% 0:003;

and observe an excess over the SM predictions for RðDÞ
and RðD"Þ of 2:0! and 2:7!, respectively. We combine
these two measurements in the following way

"2 ¼ ð!;!"Þ
!2

exp þ!2
th #!exp!

"
exp

#!exp!
"
exp !"2

exp þ!"2
th

 !'1 !

!"

 !
; (33)

where !ð"Þ ¼ RðDð"ÞÞexp 'RðDð"ÞÞth, and # is the total
correlation between the two measurements, #ðRðDÞ;
RðD"ÞÞ ¼ '0:27. Since the total uncertainty is dominated
by the experimental uncertainty, the expression in Eq. (33)
is expected to be distributed as a "2 distribution for two

degrees of freedom. Figure 17 shows this distribution in the
RðDÞ-RðD"Þ plane. The contours are ellipses slightly
rotated with respect to the RðDÞ-RðD"Þ axes, due to the
nonzero correlation.
For the assumption that RðDð"ÞÞth ¼ RðDð"ÞÞSM, we

obtain "2 ¼ 14:6, which corresponds to a probability of
6:9( 10'4. This means that the possibility that the mea-
sured RðDÞ and RðD"Þ both agree with the SM predic-
tions is excluded at the 3:4! level [43]. Recent calculations
[7,8,44,45] have resulted in values ofRðDÞSM that slightly
exceed our estimate. For the largest of those values, the
significance of the observed excess decreases to 3:2!.

B. Search for a charged Higgs

To examine whether the excess in RðDð"ÞÞ can be
explained by contributions from a charged Higgs boson
in the type II 2HDM, we study the dependence of the fit
results on tan$=mH% .
For 20 values of tan$=mH% , equally spaced in the

½0:05; 1:00* GeV'1 range, we recalculate the eight signal
PDFs, accounting for the charged Higgs contributions as
described in Sec. II. Figure 18 shows the m2

miss and jp"
‘j

projections of the D0%& ) D0‘ PDF for four values of
tan$=mH% . The impact of charged Higgs contributions on
the m2

miss distribution mirrors those in the q2 distribution,
see Fig. 3, because of the relation

m2
miss ¼ ðpeþe' ' pBtag

' pDð"Þ ' p‘Þ2 ¼ ðq' p‘Þ2;

The changes in the jp"
‘j distribution are due to the change

in the % polarization.
We recalculate the value of the efficiency ratio "sig="norm

as a function of tan$=mH% (see Fig. 19). The efficiency
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FIG. 14 (color online). Histograms: RðDð"ÞÞ distributions re-
sulting from 1000 variations of fD"" . Solid curves: Gaussian fits
to the RðDð"ÞÞ distributions.
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Figure 10 Checks on the kinematic distributions for events in the signal enhanced high m
2
miss region [m2

miss > 1.5 GeV2 for
(a-d) and m

2
miss > 2 GeV2 for (e-h)]. The solid histogram correspond to the simulation scaled to the fit results. Adapted from

(Huschle et al., 2015; Lees et al., 2013).

Table VII Summary of the relative uncertainties for the
BABAR (Lees et al., 2012) and Belle (Huschle et al., 2015)
measurements of R(D(⇤)) with hadronic tagging.

Result Contribution

Uncertainty [%]

RatioBABAR Belle

Sys. Stat. Sys. Stat.

R(D)

B ! D
⇤⇤

l⌫ 5.8 4.4 0.76

MC stats 5.7 4.4 0.78

B ! Dl⌫ 2.5 3.3 1.30

Other bkg. 3.9 0.7 0.18

Particle ID 0.9 0.5 0.54

Total systematic 9.6 7.1 0.74

Total statistical 13.1 17.1 1.31

Total 16.2 18.5 1.14

R(D⇤)

B ! D
⇤⇤

l⌫ 3.7 3.4 0.90

MC stats 2.8 3.6 1.31

B ! D
⇤
l⌫ 1.0 1.3 1.31

Other bkg. 2.3 0.7 0.29

Particle ID 0.9 0.5 0.54

Total systematic 5.6 5.2 0.93

Total statistical 7.1 13.0 1.83

Total 9.0 14.0 1.56

Table VIII Results of the BABAR (Lees et al., 2012) and
Belle (Huschle et al., 2015) measurements of R(D(⇤)) with
hadronic tagging. The first uncertainty is statistical and the
second systematic.

Result BABAR Belle

R(D) 0.440 ± 0.058 ± 0.042 0.375 ± 0.064 ± 0.026

R(D⇤) 0.332 ± 0.024 ± 0.018 0.293 ± 0.038 ± 0.015

the statistical uncertainty, so the much larger data sam-
ples expected to be collected by Belle II should improve
these results significantly.

Thorough checks of the stability of these results were
performed, including separate fits to the muon and elec-
tron samples, to the various running periods, and to
samples modified selection requirements varying the sig-
nal over background ratio, S/B, from 1.27 to 0.27. In
all cases, results were compatible with the nominal re-
sult. Additionally, a number of kinematic distributions
of signal-enriched samples were compared with the fitted
SM signal plus background model and found good agree-
ment overall. Figure 10 shows the distributions for the

energy substituted mass mES =
q

E
2

beam
� p2

tag
, which

peaks at the B mass for correctly reconstructed events,
and EECL. In both cases, the distributions are consistent
with the fitted signal events to be coming from B mesons
with no additional unreconstructed particles in the event.

Finally, Fig. 11 shows the measured e�ciency-
corrected q

2 distributions for B ! D
(⇤)

⌧⌫ decays and
finds good agreement with the SM expectations. The
measured distributions are also compared in panels (e-f)
with the expectations from the Type-II two-Higgs dou-
blet model (2HDM) with tan �/mH± = 0.45 GeV�1,
which proceeds primarily via a scalar mediator. The
BABAR analysis recalculates the signal PDFs, reweight-
ing the light lepton momentum to approximately account
for the changes in helicity, for each value of tan �/mH±

and fits the data again, so the data points in Fig. 11
(c-d) are somewhat di↵erent from those in panels (e-f)
due to the slightly di↵erent background and signal cross-
feed subtraction. Including systematic uncertainties, this
benchmark model is excluded at greater than 95% confi-
dence level.

Check yellow bkg 
well estimated

Phys. Rev. Lett. 109, 101802 (2012) 
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Table1:PreviousmeasurementsofB→D(∗)τ−ντ.Σisthetotalsignificanceofthesignalyield.Belle2007and
2010measuredB(B→D(∗)τ−ντ)insteadofR(D(∗)),soB(B→D(∗)$−ντ)valuesfoundin?wereusedtocalculate
R(D(∗)).

Belle,2007BABAR,2008Belle,2010

535MBBpairs232MBBpairs657MBBpairs

ModeEventsΣ(σ)EventsΣ(σ)EventsΣ(σ)

B→Dτ−ντ——67±193.6146±423.5
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R(D(∗)).
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Figure 1: Values of R(D(∗)) and its total uncertainties.

Table 1: Previous measurements of B → D(∗)τ−ντ . Σ is the total significance of the signal yield. Belle 2007 and
2010 measured B(B → D(∗)τ−ντ ) instead of R(D(∗)), so B(B → D(∗)$−ντ ) values found in ? were used to calculate
R(D(∗)).

Belle, 2007 BABAR, 2008 Belle, 2010

535M BB pairs 232M BB pairs 657M BB pairs

Mode Events Σ(σ) Events Σ(σ) Events Σ(σ)

B → Dτ−ντ — — 67± 19 3.6 146± 42 3.5

B → D∗τ−ντ 60± 12 5.2 101± 19 6.2 446± 57 8.1

R(D) =

{

0.440± 0.072 BABAR

0.297± 0.017 SM
(1)

R(D∗) =

{

0.332± 0.030 BABAR

0.252± 0.003 SM
(2)

0.300± 0.008 SM
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LHCb 2015 ℛ(D*)
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Accepted by RMP  
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Current results

25

Even a 5σ on  would not be 
sufficient to convince ourselves of NP 

➡ Indirect measurement with broad signal 
distributions due to multiple ν in final state
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LHCb has a unique ability to study  
transitions because  production at the LHC 

hadronizes into all species of b-hadrons

b → cτν
bb̄

b
c

⌧�

⌫⌧

𝓡(D(*))

ū, d̄
ū, d̄ D(*)

B0,±

LHCb already published first non-
 measurement 

,  
1.8σ above SM

𝓡(D(*))
𝓡(J/Ψ) = 0.71 ± 0.17 ± 0.18 Phys. Rev. Lett. 120, 

121801 (2018) 
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4. Neutral LFU 
results with 

 
transitions

b → sℓℓ

p/e−p/e+

ℓ+
b

Originally from BaBar

ℓ−

s

Penguin from Jeff Brassard

https://pixels.com/featured/penguin-lover-magician-magic-druide-funny-gift-ideas.html


SlideManuel Franco Sevilla Challenges to Lepton Flavor Universality from LHCb and the B factories

Charged LFU (  transitions)b → sℓℓ

Loop suppresses SM 
contribution  

➡ Very rare  

Easier to detect 
possible BSM physics

ℬ < 10−7

27

Flavio Archilli - Heidelberg University

Observables: branching fractions

• SM time-integrated branching fractions predictions

•
•

ℬ(B0
s → μ+μ−) = (3.66 ± 0.14) × 10−9

ℬ(B0 → μ+μ−) = (1.03 ± 0.05) × 10−10

6
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ℬ (B0
s → μ+μ−) = (3.66 ± 0.14) × 10−9

ℛSM
K ≈ ℛSM

K* ≈ 1.00 ± 0.01

ℛK(*) =
ℬ (B̄ → K(*)μ+μ−)
ℬ (B̄ → K(*)e+e−)

SM prediction with 5% precision

Very robust SM prediction with 
better than 1% precision
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B0
s → μ+μ−
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Figure 7. Invariant mass (left) and proper decay time (right) distributions, with the 2D UML
fit projections overlaid. The data combine all channels passing the analysis BDT discriminator
requirements as given in table 4. The total fit is shown by the solid line and the different background
components by the broken lines and cross-hatched distributions. The signal component is shown
by the single-hatched distribution.

Figure 8 shows the mass distribution of all contributing data, without requiring t >

1 ps, and the weighted signal proper decay time distribution, together with the result of

the binned ML fit. The fit yields τ
µ
+
µ
− = 1.55 +0.52

−0.33 ps, where the uncertainty is the

combination of the statistical and systematic contributions. Using pseudo-experiments

with post-fit nuisance parameters, a fit bias of +0.09 ps is observed and corrected for in

the result above. It is included as a systematic uncertainty. The reasons for this bias are,

first, negative yields are not allowed in the weighted ML fit and, second, the sample size

at large decay times is very small. The decay time dependence of the selection efficiency

leads to a systematic uncertainty of 0.04 ps. All systematic uncertainties are summarized

in table 2.

The two fitting methods, the 2D UML fit and the 1D sPlot approach, yield consistent

results. The observed total uncertainties in the primary fitting method are about one

root-mean-square deviation larger than the expected median uncertainties (+0.39
−0.30 ps). The

expected median uncertainty for the 1D sPlot approach are +0.49
−0.31 ps. While the uncertainties

are sizable, the results are consistent with the SM expectation that only the heavy BsH

state contributes to the B0
s → µ+µ− decay.

9 Summary

Measurements of the rare leptonic B meson decays B0
s → µ+µ− and B0 → µ+µ− have been

performed in pp collision data collected by the CMS experiment at the LHC, corresponding

to integrated luminosities of 5 fb−1 at center-of-mass energy 7TeV, 20 fb−1 at 8TeV, and

36 fb−1 at 13TeV. The B0
s → µ+µ− decay is observed with a significance of 5.6 standard

deviations and the time-integrated branching fraction is measured to be B(B0
s → µ+µ−) =

– 23 –
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Figure 8. Dimuon invariant mass distributions in the unblinded data, in the four intervals of BDT
output. Superimposed is the result of the maximum-likelihood fit. The total fit is shown as a con-
tinuous line, with the dashed lines corresponding to the observed signal component, the b → µµX
background, and the continuum background. The signal components are grouped in one single
curve, including both the B0

s → µ+µ− and the (negative) B0 → µ+µ− component. The curve rep-
resenting the peaking B0

(s) → hh′ background lies very close to the horizontal axis in all BDT bins.

The shifts in Ns or Nd are combined by considering separately the sums in quadrature

of the positive and negative shifts and taking the larger as the symmetric systematic un-

certainty. The total systematic uncertainty is found to increase with the assumed size of

the signal, with a dependence σNs
syst = 3+ 0.05Ns and σNd

syst = 2.9 + 0.05Ns + 0.05Nd. Most

of the shifts observed have opposite sign for Ns and Nd, resulting in a combined correlation

coefficient in the systematic uncertainties of ρsyst = −0.83.

The systematic uncertainties discussed in this section are included in the fit to the

µ+µ− candidates in data. The fit for the yield of B0
s and B0 events is modified by including

in the likelihood two smearing parameters for Ns and Nd that are constrained by a two-

dimensional Gaussian distribution parameterised by the values of σNs
syst, σ

Nd
syst and ρsyst.
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Figure 1: Mass distribution of the selected B0
(s)! µ+µ� candidates (black dots) with BDT > 0.5.

The result of the fit is overlaid and the di↵erent components are detailed: B0
s ! µ+µ� (red solid

line), B0! µ+µ� (green solid line), B0
s ! µ+µ�� (violet solid line), combinatorial background

(blue dashed line), B0
(s) ! h+h0� (magenta dashed line), B0 ! ⇡�µ+⌫µ, B0

s ! K�µ+⌫µ,

B+
c ! J/ µ+⌫µ and ⇤0

b ! pµ�⌫µ (orange dashed line), and B0(+)! ⇡0(+)µ+µ� (cyan dashed
line).

The correlation between the B0! µ+µ� and B0
s ! µ+µ�� branching fractions is �23%,183

while the correlations with B0
s ! µ+µ� are below 10%. The mass distribution of the184

B0
(s)! µ+µ� candidates with BDT > 0.5 is shown in Fig. 1, together with the fit result.185

An excess of B0
s ! µ+µ� candidates with respect to the expectation from background186

is observed with a significance of 10 standard deviations (�), while the significance of the187

B0! µ+µ� signal is 1.7 �, as determined using Wilks’ theorem [45] from the di↵erence188

in likelihood between fits with and without the specific signal component.189

Since the B0! µ+µ� and B0
s ! µ+µ�� signals are not significant, an upper limit on190

each branching fractions is set using the CLs method [46] with a profile likelihood ratio as191

a one-sided test statistic [47]. The likelihoods are computed with the nuisance parameters192

Gaussian-constrained to their nominal values. The test statistic is then evaluated on193

an ensemble of pseudo-experiments where the nuisance parameters are floated according194

to their uncertainties. The resulting upper limit on B(B0 ! µ+µ�) is 2.6⇥ 10�10 at195

95% CL, obtained without constraining the B0
s ! µ+µ�� yield. Similarly, the upper limit196

on B(B0
s ! µ+µ��)mµµ>4.9GeV/c2 is evaluated to be 2.0⇥ 10�9 at 95% CL.197

The e�ciency of B0
s ! µ+µ� decays depends on the lifetime, introducing a model-198

dependence in the measured time-integrated branching fraction. In the fit the SM value199

for ⌧µ+µ� is assumed, corresponding to Aµµ
��s

= 1. The model dependence is evaluated200

5

Mass fit result

18

ℬ(B0
s → μ+μ−) = (3.09+0.46+0.15

−0.43−0.11) × 10−9 (10.8σ)

[LHCB-PAPER-2021-007]

Preliminary

•  and  compatible with background only at  and B0 → μ+μ− B0
s → μ+μ−γ 1.7σ 1.5σ

2

TABLE I. Key inputs used in this paper.

Observable Value Source Reference

BR(Bs ! µ+µ�)

(2.8+0.8
�0.7) ⇥ 10�9 ATLAS [11]

(2.9 ± 0.7 ± 0.2) ⇥ 10�9 CMS [12]
(3.09+0.46+0.15

�0.43�0.11) ⇥ 10�9 LHCb update [10]
(2.842 ± 0.333) ⇥ 10�9 our average this work
(3.63 ± 0.13) ⇥ 10�9 SM prediction [13]

RK[1.1, 6] 0.846 ± 0.044 LHCb [6]
RK[1, 6] 1.03 ± 0.28 Belle [14]

RK⇤ [0.045, 1.1] 0.660 ± 0.113 LHCb [15]
RK⇤ [1.1, 6] 0.685 ± 0.122 LHCb [15]

RK⇤ [0.045, 1.1] 0.52 ± 0.365 Belle [16]
RK⇤ [1.1, 6] 0.96 ± 0.463 Belle [16]

the upper, larger error (combining statistical and systematic in
quadrature), in line with the treatment in Ref. [2].

In 2020 LHCb also reported a new measurement of
the CP-averaged angular observables of the decay B0 !
K⇤0µ+µ� [17] and of its isospin partner, B+ ! K⇤+µ+µ� [18].
The new data seems to confirm the previous measurements
pointing to possible tensions with the SM [19–39]. However,
and contrary to the lepton-universality ratios and Bs ! µµ, the
SM predictions for the B ! K⇤µµ angular observables su↵er
from significant hadronic uncertainties which hinder a clear
interpretation of the discrepancies in terms of NP [40–58].

In this work we combine the experimental data focusing
on the clean observables as in Ref. [2] and carry out global
fits of the Wilson coe�cients (or short-distance coe�cients)
of the low-energy b ! s`` e↵ective Lagrangian to the data.
We find that the data on clean observables is at variance with
the SM at a level of 4.0�. We also find that one-parameter
scenarios with purely left-handed or axial currents provide a
good description of the data, excluding the SM point in each
case at close to 5�. As discussed abundantly in the litera-
ture, such new lepton-universality-violating (LUV) interac-
tions can arise at tree or loop level from new mediators such as
neutral vector bosons (Z0) or leptoquarks (see ref. [59] which
includes a review of NP interpretations).

Combination of BR(Bs ! µ+µ�) data

An important aspect to note is that the three measurements
of Bs ! µ+µ� cannot be naively averaged together, as a re-
sult of correlations with Bd ! µ+µ�. We therefore construct
a two-dimensional joint likelihood from the published mea-
surements [10–12]. In doing so, we assume a correlation co-
e�cient of �0.5 for ATLAS, which reproduces the results re-
ported in [11], and neglect correlations in the LHCb measure-
ment. The resulting combination is represented in Figure 1.
Profiling over BR(Bd ! µ+µ�) results in

BR(Bs ! µ+µ�) = (2.8 ± 0.3) ⇥ 10�9. (4)

with �2
min = 3.72 (5 d.o.f.). As with the existing combina-

tion [60], the central value of the average is lower than the
average of the three individual central values.

We combine the experimental measurements and the SM
prediction of the Bs ! µ+µ� branching fraction in the ratio

R =
BR(B0

s ! µ+µ�)exp

BR(B0
s ! µ+µ�)SM

, (5)

obtaining R = 0.78(9) by using the most up to date theoretical
prediction of Ref. [5].

CMS
ATLAS

LHCb

FIG. 1. Our combination of measurements of BR(Bs,d ! µ+µ�) by
ATLAS [11], CMS [12], and LHCb [10], compared to the SM pre-
diction. Contours of the combination correspond to 1�, 2� and 3�,
and those of each experiment to just 3�.

SM

Combination of ATLAS/
CMS/LHCb is

 
➡ 22% below SM prediction
ℬ (B0

s → μ+μ−)WA
= (2.84 ± 0.33) × 10−9

∼ 2.3σ tension with SM

Geng, Grinstein, Jäger, Li, Camalich, 
Shi, arXiv:2103.12738 

arXiv:2108.09283

https://arxiv.org/abs/1812.03017
https://arxiv.org/abs/1910.12127
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At LHCb, electrons are major challenge 

Use double ratio with B → K(*) J/ψ(→ ℓℓ)

LFU  at LHCbℛK(*)

29

The Bremsstrahlung issues [arXiv:1705.05802]

I Electrons are more di�cult than muons due to Bremsstrahlung

I Resolution is degraded by the energy loss

B Only a part of the Bremsstrahlung photons can been recovered
(Calorimeter acceptance, �ET

> 75 MeV)

Samuel Coquereau FPCP 2017 5th June 2017 15 / 32

Algorithm to recover 
upstream bremsstrahlung  
when Eγ > 75 MeV

Downstream 
bremsstrahlung follows 
the track: easy to findMeasurement Strategy

RK =
B(B+ ! K+µ+µ�)

B(B+ ! K+J/ (µ+µ�))

�
B(B+ ! K+e+e�)

B(B+ ! K+J/ (e+e�))
=

Nrare
µ+µ�"

J/ 
µ+µ�

NJ/ 
µ+µ�"

rare
µ+µ�

⇥
NJ/ 

e+e�
"rare
e+e�

Nrare
e+e�

"
J/ 
e+e�

! RK is measured as a double ratio to cancel out most systematics

⌘ Rare and J/ modes share identical selections

apart from cut on q2

⌘ Yields determined from a fit to the invariant

mass of the final state particles

⌘ Efficiencies computed using simulation that is

calibrated with control channels in data

d�

dq2

q2[4m(`)2
]

B+
! K+ (2S)(`+`�)

B+
! K+J/ (1S)(`+`�)

B+
! K+`+`�

R

(q2 ⌘ dilepton invariant mass squared)

K.A. Petridis (UoB) Test of LFU at LHCb March 2021 10 / 20

Electrons
• Triggered on large energy deposit on calorimeter

• Electron ID based on calorimetric information

• Selection is a factor ~3 less efficient than muons

• Boosted b-hadrons from LHC collision: most electron 
emit hard bremsstrahlung 
photon

‣ momentum resolution 
heavily affected.  

10
Martino Borsato - Heidelberg U.

4.6 4.8 5.0 5.2 5.4 5.6

m(Kº``) [GeV/c2]

0.0

0.2

0.4

0.6

0.8

1.0 B ! J/√(ee)K§

B ! J/√(µµ)K§

e+e− at LHCb: Bremsstrahlung
๏ Boosted B from LHC collision
• Most electrons emit hard 

bremsstrahlung photon
• If emitted before the magnet it 

affects the momentum measurement 

๏ Brem-recovery algorithm searches 
for compatible deposits in the 
calorimeter
• Recovery efficiency is limited 

(but well reproduced in simulation)
• ECAL resolution is worse than 

spectrometer (1-2% vs 0.5%)

20
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Figure 35: Electron identification e�ciency versus misidentification rate.

48

e±

h±
Electron Bremsstrahlung

Electrons lose a large fraction of their energy through Bremsstrahlung radiation

Bremsstrahlung recovery procedure to improve momentum measurement for
electrons
! Look for photon clusters in the calorimeter (ET > 75MeV) compatible with
electron direction before magnet

P. Álvarez Cartelle (Imperial College London) LFU in B+ ! K+`+`� 16/43

16/40

Int.J.Mod.Phys. A 30, 1530022 (2015) 

Missed upstream 
bremsstrahlung 

Unofficial from M. Borsato

Electrons have worse mass resolution 
and are more difficult to trigger on



SlideManuel Franco Sevilla Challenges to Lepton Flavor Universality from LHCb and the B factories

 with 100% of Run 1+2𝓡K+

𝓡[1.1, 6]
K+ = 0.846+0.042

−0.039
+0.013
−0.012

3.1σ below SM
arXiv 2103.11769

𝓡[0.045, 1.1]
K*0 = 0.66+0.11

−0.07 ± 0.03

𝓡[1.1, 6]
K*0 = 0.69+0.11

−0.07 ± 0.05

2.1σ below SM

2.4σ below SM

JHEP 08, 055 (2017)

 with 25% of Run 1+2𝓡K*0

B → K(*)μ+μ− B → K(*)e+e−

LFU  at LHCb: resultsℛK(*)
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Figure 6. Fit to the m(K+π−µ+µ−) invariant mass of (top) B0→ K∗0µ+µ− in the low- and
central-q2 bins and (bottom) B0→ K∗0J/ψ (→ µ+µ−) candidates. The dashed line is the signal
PDF, the shaded shapes are the background PDFs and the solid line is the total PDF. The fit
residuals normalised to the data uncertainty are shown at the bottom of each distribution.

B0→ K∗0#+#−
B0→ K∗0J/ψ (→ #+#−)

low-q2 central-q2

µ+µ− 285 + 18
− 18 353 + 21

− 21 274416 + 602
− 654

e+e− (L0E) 55 + 9
− 8 67 + 10

− 10 43468 + 222
− 221

e+e− (L0H) 13 + 5
− 5 19 + 6

− 5 3388 + 62
− 61

e+e− (L0I) 21 + 5
− 4 25 + 7

− 6 11505 + 115
− 114

Table 2. Yields obtained from the mass fits to the muon and electron (in the three trigger cate-
gories) channels. The uncertainties are statistical only.

mode shows an imperfect description of the combinatorial background at high mass values,

although the effect on the signal yield is negligible. The resulting yields are listed in table 2.

8 Efficiencies

The efficiency for selecting each decay mode is defined as the product of the efficiencies of

the geometrical acceptance of the detector, the complete reconstruction of all tracks, the

– 13 –
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Figure 7. Fit to the m(K+π−e+e−) invariant mass of (top) B0→ K∗0e+e− in the low- and
central-q2 bins and (bottom) B0→ K∗0J/ψ (→ e+e−) candidates. The dashed line is the signal
PDF, the shaded shapes are the background PDFs and the solid line is the total PDF. The fit
residuals normalised to the data uncertainty are shown at the bottom of each distribution.

trigger requirements and the full set of kinematic, PID and background rejection require-

ments. All efficiencies are determined using simulation that is tuned to data, as described in

section 4, and account for bin migration in q2 due to resolution, FSR and bremsstrahlung

in the detector. The net bin migration amounts to about 1% and 5% in the low- and

central-q2 regions, respectively.

The efficiency ratios between the nonresonant and the resonant modes,

ε!+!−/εJ/ψ (!+!−), which directly enter in the RK∗0 measurement, are reported in table 3.

Besides a dependence on the kinematics, the difference between the ratios in the two q2

regions is almost entirely due to the different requirement on the neural-network classifier.

The relative fraction of the electron trigger categories is checked using simulation to de-

pend on q2 as expected: the fraction of L0E decreases when decreasing in q2, while L0H

increases; on the other hand, the fraction of L0I only mildly depends on q2.

9 Cross-checks

A large number of cross-checks were performed before unblinding the result. The control

of the absolute scale of the efficiencies is tested by measuring the ratio of the branching

fractions of the muon and electron resonant channels

rJ/ψ =
B(B0→ K∗0J/ψ (→ µ+µ−))

B(B0→ K∗0J/ψ (→ e+e−))
,

– 14 –

Ntot
μμ = 638 ± 28

Ntot
ee = 200 ± 18
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Figure 2: Candidate invariant mass distributions. Distribution of the invariant mass
m(J/ )(K

+`+`�) for candidates with (left) electron and (right) muon pairs in the final state for the
(top) nonresonant B+

! K+`+`� signal channels and (bottom) resonant B+
! J/ (! `+`�)K+

decays. The fit projection is superimposed. In the resonant-mode distributions, some fit
components are too small to be visible.

statistical and systematic uncertainty is then determined by scanning the profile-likelihood
and the statistical contribution to the uncertainty is isolated by repeating the scan with
the e�ciencies fixed to their fitted values.

The determination of the rJ/ ratio requires control of the relative selection e�ciencies
for the resonant electron and muon modes, and does not therefore benefit from the
cancellation of systematic e↵ects in the double ratio used to measure RK . Given the scale
of the corrections required, comparison of rJ/ with unity is a stringent cross check of
the experimental procedure. In addition, if the simulation is correctly calibrated, the
measured rJ/ value will not depend on any variable. This ratio is therefore also computed
as a function of di↵erent kinematic variables that are chosen to provide overlap with the
spectra of the nonresonant decays. Although the range of q2 di↵ers between resonant
and nonresonant decays, the e�ciency depends on laboratory-frame variables such as the
momenta of the final-state particles, or the opening angle between the two leptons, rather
than directly on q

2. A given set of values for the final-state particles’ momenta and angles
in the B

+ rest frame will result in a distribution of such values when transformed to the
laboratory frame. As a result, there is significant overlap between the nonresonant and
resonant samples in the relevant distributions, even if they are mutually exclusive as a
function of q2.

The value of rJ/ is measured to be 0.981± 0.020, where the uncertainty includes both
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+`+`�) for candidates with (left) electron and (right) muon pairs in the final state for the
(top) nonresonant B+

! K+`+`� signal channels and (bottom) resonant B+
! J/ (! `+`�)K+

decays. The fit projection is superimposed. In the resonant-mode distributions, some fit
components are too small to be visible.

statistical and systematic uncertainty is then determined by scanning the profile-likelihood
and the statistical contribution to the uncertainty is isolated by repeating the scan with
the e�ciencies fixed to their fitted values.

The determination of the rJ/ ratio requires control of the relative selection e�ciencies
for the resonant electron and muon modes, and does not therefore benefit from the
cancellation of systematic e↵ects in the double ratio used to measure RK . Given the scale
of the corrections required, comparison of rJ/ with unity is a stringent cross check of
the experimental procedure. In addition, if the simulation is correctly calibrated, the
measured rJ/ value will not depend on any variable. This ratio is therefore also computed
as a function of di↵erent kinematic variables that are chosen to provide overlap with the
spectra of the nonresonant decays. Although the range of q2 di↵ers between resonant
and nonresonant decays, the e�ciency depends on laboratory-frame variables such as the
momenta of the final-state particles, or the opening angle between the two leptons, rather
than directly on q

2. A given set of values for the final-state particles’ momenta and angles
in the B

+ rest frame will result in a distribution of such values when transformed to the
laboratory frame. As a result, there is significant overlap between the nonresonant and
resonant samples in the relevant distributions, even if they are mutually exclusive as a
function of q2.

The value of rJ/ is measured to be 0.981± 0.020, where the uncertainty includes both
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FIG. 2. ��2 distribution (red) for SM pseudo-experiments in
the general 9 WC fit basis (top) and the reduced 5 WC basis
(bottom). The data is shown as a vertical red line on the plot.

proach. However, as discussed in Sec. II, there were good
a-priori theoretical reasons to assume no NP in C`0

9,10. To
evaluate the significance of this hypothesis we apply our
method to the reduced set of five Wilson coe�cients. The
��2 distribution is shown in Fig. 2 (bottom). Applying
the same fit to data we obtain a ��2 = 30.5, which inte-
grating the distribution corresponds to a significance of
4.7�. Interestingly, this is similar to the values quoted
in the recent literature [49–51] for single-parameter fits
of theoretically clean observables only. Having a larger
number of free parameters, one could have expected a
lower significance in our case; however, in this specific
case the LEE e↵ect is compensated by two facts: i) the
inclusion of the angular distribution in B ! K⇤µ+µ�

that, even after marginalizing over �CU
9 , retain some

sensitivity to the other WC; ii) the overall higher ��2

obtained with more parameters. This observation rein-
forces the high significance of the b ! s`+`� anomalies
in motivated NP models.

V. CONCLUSION AND DISCUSSION

In conclusion, we have presented a method to evalu-
ate the global significance for the NP interpretation of
the b ! s`+`� anomalies. This method transposes the
known criteria used for discovering new resonances, such
as the Higgs boson, into searching for NP in b ! s`+`�

transitions. It is worth emphasizing that, while it is re-
markable that all data can be explained by fitting one
or two Wilson coe�cients and that this observation can
be used to investigate what are the interesting theoreti-
cal directions, this hypothesis is made after having seen
the data. Using the same hypothesis to evaluate the
global significance of NP would be the Bayesian-inference

equivalent of choosing the prior after having calculated
the likelihood. Therefore, we advocate a more agnostic
method to calculate the global NP significance with re-
spect to the SM in b ! s`+`� processes. To this end,
we have calculated the LEE for the first time and shown
that the trial-factor cannot be neglected.

We stress that the approach proposed in this paper
should not be interpreted as a criticism towards existing
attempts made so far of combining and interpreting the
anomalies in motivated theoretical frameworks. We are
simply addressing a di↵erent question. While current
fits of selected WC sets in the b ! s`+`� system only
evaluate a local significance, these approaches are funda-
mental to obtain theory insights on the flavour anoma-
lies. Similarly, there is a strong theoretical interest in
trying to combine the b ! s`+`� anomalies with other
hints of deviations from the SM, such as the b ! c`⌫
anomalies [52–60] or the recent (g � 2)µ result [61, 62].
However, this combination is not appropriate to estab-
lish a global significance, given the hypothesis of a con-
nection between di↵erent processes is made a posteriori,
after having observed data. We also recognise that our
approach of treating �CU

9 as a nuisance SM parameter
can be viewed as a overly conservative choice. Never-
theless, in absence of a widely accepted estimate for the
theory uncertainty of the non-local cc contributions, this
is mandatory for a conservative estimate of the signifi-
cance.

It is also worth stressing that the sensitivity we have
obtained is not a↵ected by including operators to which
the measurements are not sensitive to. This is evident
from the fact that while we use the full set of nine Wil-
son coe�cients, the ��2 distribution follows a �2 dis-
tribution with 5.6 degrees of freedom. Similarly, adding
measurements insensitive to NP does not penalise the
overall sensitivity.

While the uncertainty of all the measurements used
here are statistically dominated, the results of our analy-
sis can be improved by adding correlations of experimen-
tal systematic uncertainties. In addition, other improve-
ments can be easily implemented. For instance, to sim-

plify the numerical analysis we have not included the C(0)
7

coe�cients, given we know they are strongly constrained
by b ! s� observables. However, a more rigorous ap-
proach consists of constraining those Wilson coe�cients
to the known experimental constraints. All these e↵ects
are expected have a small impact and will not change the
conclusions presented here.

The global significance of 3.9 standard deviations we
obtain for the NP hypothesis in the b ! s`+`� system
clearly demonstrates the potential of combining di↵erent
measurements in this system, even when adopting an ag-
nostic point of view. In view of future measurements,
we advocate that experimental collaborations adopt this
method to calculate the global significance of the new
physics hypothesis in a conservative and unbiased way.

Very conservative,
nuisance  + LEE 

arXiv:2104.05631 
cc̄3.9σ
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spectrum of !B ! D!!" !"! decays is largely independent
of tan#=mH# .

The measured q2 spectra agree with the SM expecta-
tions within the statistical uncertainties. For !B ! D!" !"!

decays, there might be a small shift to lower values,
which is indicated by the increase in the p value for
tan#=mH# ¼ 0:30 GeV"1. As we showed in Sec. II B,
the average q2 for tan#=mH# ¼ 0:30 GeV"1 shifts to
lower values because the charged Higgs contribution to
!B ! D!" !"! decays, which always proceeds via an
S-wave, interferes destructively with the SM S-wave.
As a result, the decay proceeds via an almost pure
P-wave and is suppressed at large q2 by a factor of p2

D,
thus improving the agreement with data. The negative
interference suppresses the expected value of RðDÞ as
well, however, so the region with small tan#=mH# is
excluded by the measured RðDÞ.

The two favored regions in Fig. 22 with SR þ SL (
"1:5 correspond to tan#=mH# ¼ 0:45 GeV"1 for !B !
D!" !"! decays. However, as we saw in Fig. 3, the charged
Higgs contributions dominate !B ! D!" !"! decays for
values of tan#=mH# > 0:4 GeV"1 and the q2 spectrum
shifts significantly to larger values. The data do not
appear to support this expected shift to larger values
of q2.

To quantify the disagreement between the measured
and expected q2 spectra, we conservatively estimate the
systematic uncertainties that impact the distributions shown
in Fig. 23 (Appendix). Within these uncertainties, we find
the variation that minimizes the $2 value of those distribu-
tions. Table IX shows that, as expected, the conservative

uncertainties give rise to large p values in most cases.
However, the p value is only 0.4% for !B ! D!" !"! decays
and tan#=mH# ¼ 0:45 GeV"1. Given that this value of
tan#=mH# corresponds to SR þ SL ("1:5, we exclude
the two solutions at the bottom of Fig. 22 with a significance
of at least 2:9%.
The other two solutions corresponding to SR þ SL ( 0:4

do not impact the q2 distributions of !B ! D!" !"! to the
same large degree, and, thus, we cannot exclude them with
the current level of uncertainty. However, these solutions
also shift the q2 spectra to larger values due to the
S-wave contributions from the charged Higgs boson, so
the agreement with the measured spectra is worse than in
the case of the SM. This is also true for any other solutions
corresponding to complex values of SR and SL.
On the other hand, contributions to !B ! D!" !"! decays

proceeding via P-wave tend to shift the expected q2

spectra to lower values. Thus, NP processes with spin 1
could simultaneously explain the excess in RðDð!ÞÞ
[21,45] and improve the agreement with the measured q2

distributions.
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FIG. 23 (color online). Efficiency corrected q2 distributions for !B ! D!" !"! (top) and !B ! D!!" !"! (bottom) events with m2
miss >

1:5 GeV2 scaled to the results of the isospin-constrained fit. Left: SM. Center: tan#=mH# ¼ 0:30 GeV"1. Right: tan#=mH# ¼
0:45 GeV"1. The points and the shaded histograms correspond to the measured and expected distributions, respectively. The B0 and
Bþ samples are combined and the normalization and background events are subtracted. The distributions are normalized to the number
of detected events. The uncertainty on the data points includes the statistical uncertainties of data and simulation. The values of $2 are
based on this uncertainty.

TABLE IX. Maximum p value for the q2 distributions in
Fig. 23 corresponding to the variations due to the systematic
uncertainties.

!B ! D!" !"!
!B ! D!!" !"!

SM 83.1% 98.8%
tan#=mH# ¼ 0:30 GeV"1 95.7% 98.9%
tan#=mH# ¼ 0:45 GeV"1 0.4% 97.9%

J. P. LEES et al. PHYSICAL REVIEW D 88, 072012 (2013)

072012-26

 
Not compatible with full  

spin 0 mediator

tan β/mH = 0.45 GeV−1

RðD"Þ excludes the type II 2HDM charged Higgs boson at
99.8% confidence level for any value of tan!=mH$ , as
illustrated in Fig. 21. This calculation is only valid for
values of mH$ greater than 15 GeV [5,8]. The region for
mH$ % 15 GeV has already been excluded by B ! Xs"
measurements [23], and therefore, the type II 2HDM is
excluded in the full tan!-mH$ parameter space.

As we detailed in Sec. II B, the type II 2HDM is a subset
of more general 2HDMs that corresponds to values of
(SR & SL, SR þ SL) that lie in the line joining (&1, &1)
and (0, 0) with slope 1. Since the dependence of the
measured RðD"Þ on tan!=mH$ , or, equivalently, on
ReðSR & SLÞ, is smaller than the total uncertainties con-
sidered, we can extend the measurement of RðDð"ÞÞ to the
bottom half of the real (SR & SL, SR þ SL) plane by using
the values of RðDð"ÞÞ obtained with HsðSR $ SLÞ for
Hsð&SR ( SLÞ.

We also employ this extrapolation in the top half of the
(SR & SL, SR þ SL) plane, that is, for SR þ SL > 0. In this

case, the extrapolation is only a good approximation
when the decay amplitude is dominated either by SM
or NP contributions, that is, for small or large values of
jSR þ SLj. In the intermediate region, the q2 spectra first
shifts slightly to lower average values, and then moves
sharply in the opposite direction. This is reflected in the
measured value of RðDÞ, and corresponds to the small
rise up to tan!=mH$ ) 0:36 GeV&1 (SR þ SL )&0:97)
in Fig. 20, and the sharp drop in the 0:36< tan!=mH$ <
0:46 GeV&1 region (&0:97> SR þ SL >&1:58).
For positive values of SR þ SL the interference

between SM and 2HDM contributions is constructive,
so the q2 spectrum never shifts to lower values. By
matching the q2 spectra for positive and negative values
of SR þ SL, we can estimate that the drop in the value of
RðDÞ becomes much more gradual and occurs in the
0:15< SR þ SL < 6:05 region. Based on the extrapola-
tion described above, the measured and expected
values of RðDÞ match for SR þ SL ) 0:3. In this region,
the NP contributions are small and the approximation is
accurate to )5%.
Figure 22 shows that for real values of SR and SL, there

are four regions in the type III parameter space that can
explain the excess in both RðDÞ and RðD"Þ. This figure
does not include uncertainties due to the extrapolation of
the type II 2HDM measurements, which could somewhat
affect the top two solutions. In addition, a range of complex
values of the parameters are also compatible with this
measurement [21,45–47].

C. Study of the q2 spectra

As shown in Sec. II B, the q2 spectrum of !B ! D#& !$#

decays could be significantly impacted by charged Higgs
contributions. Figure 23 compares the q2 distribution of
background subtracted data, corrected for detector effi-
ciency, with the expectations of three different scenarios.
Due to the subtraction of the large !B ! D"#& !$# feed-
down in the D‘ samples, the measured q2 spectrum of
!B ! D#& !$# decays depends on the signal hypothesis.
This dependence is very small, however, because the q2
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FIG. 20 (color online). Comparison of the results of this
analysis (light band, blue) with predictions that include a
charged Higgs boson of type II 2HDM (dark band, red). The
widths of the two bands represent the uncertainties. The SM
corresponds to tan!=mH$ ¼ 0.
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FIG. 21 (color online). Level of disagreement between this
measurement of RðDð"ÞÞ and the type II 2HDM predictions for
all values in the tan!-mH$ parameter space.
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FIG. 22 (color online). Favored regions for real values of the
type III 2HDM parameters SR and SL given by the measured
values ofRðDð"ÞÞ. The bottom two solutions are excluded by the
measured q2 spectra.
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RðD"Þ excludes the type II 2HDM charged Higgs boson at
99.8% confidence level for any value of tan!=mH$ , as
illustrated in Fig. 21. This calculation is only valid for
values of mH$ greater than 15 GeV [5,8]. The region for
mH$ % 15 GeV has already been excluded by B ! Xs"
measurements [23], and therefore, the type II 2HDM is
excluded in the full tan!-mH$ parameter space.

As we detailed in Sec. II B, the type II 2HDM is a subset
of more general 2HDMs that corresponds to values of
(SR & SL, SR þ SL) that lie in the line joining (&1, &1)
and (0, 0) with slope 1. Since the dependence of the
measured RðD"Þ on tan!=mH$ , or, equivalently, on
ReðSR & SLÞ, is smaller than the total uncertainties con-
sidered, we can extend the measurement of RðDð"ÞÞ to the
bottom half of the real (SR & SL, SR þ SL) plane by using
the values of RðDð"ÞÞ obtained with HsðSR $ SLÞ for
Hsð&SR ( SLÞ.

We also employ this extrapolation in the top half of the
(SR & SL, SR þ SL) plane, that is, for SR þ SL > 0. In this

case, the extrapolation is only a good approximation
when the decay amplitude is dominated either by SM
or NP contributions, that is, for small or large values of
jSR þ SLj. In the intermediate region, the q2 spectra first
shifts slightly to lower average values, and then moves
sharply in the opposite direction. This is reflected in the
measured value of RðDÞ, and corresponds to the small
rise up to tan!=mH$ ) 0:36 GeV&1 (SR þ SL )&0:97)
in Fig. 20, and the sharp drop in the 0:36< tan!=mH$ <
0:46 GeV&1 region (&0:97> SR þ SL >&1:58).
For positive values of SR þ SL the interference

between SM and 2HDM contributions is constructive,
so the q2 spectrum never shifts to lower values. By
matching the q2 spectra for positive and negative values
of SR þ SL, we can estimate that the drop in the value of
RðDÞ becomes much more gradual and occurs in the
0:15< SR þ SL < 6:05 region. Based on the extrapola-
tion described above, the measured and expected
values of RðDÞ match for SR þ SL ) 0:3. In this region,
the NP contributions are small and the approximation is
accurate to )5%.
Figure 22 shows that for real values of SR and SL, there

are four regions in the type III parameter space that can
explain the excess in both RðDÞ and RðD"Þ. This figure
does not include uncertainties due to the extrapolation of
the type II 2HDM measurements, which could somewhat
affect the top two solutions. In addition, a range of complex
values of the parameters are also compatible with this
measurement [21,45–47].

C. Study of the q2 spectra

As shown in Sec. II B, the q2 spectrum of !B ! D#& !$#

decays could be significantly impacted by charged Higgs
contributions. Figure 23 compares the q2 distribution of
background subtracted data, corrected for detector effi-
ciency, with the expectations of three different scenarios.
Due to the subtraction of the large !B ! D"#& !$# feed-
down in the D‘ samples, the measured q2 spectrum of
!B ! D#& !$# decays depends on the signal hypothesis.
This dependence is very small, however, because the q2

0.2

0.4

0.6

0.8

0 0.2 0.4 0.6 0.8 1

0.2

0.3

0.4

FIG. 20 (color online). Comparison of the results of this
analysis (light band, blue) with predictions that include a
charged Higgs boson of type II 2HDM (dark band, red). The
widths of the two bands represent the uncertainties. The SM
corresponds to tan!=mH$ ¼ 0.
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type III 2HDM parameters SR and SL given by the measured
values ofRðDð"ÞÞ. The bottom two solutions are excluded by the
measured q2 spectra.
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Figure 3.2: Preferred 1� and 2� regions for the ratios �RD(⇤) and �R[1.1,6]
K resulting from the low-

energy fit for �b⌧
R = 0 (orange) and �b⌧

R = �1 (purple). Note that in both cases �R⇤
K ⇡ �RK to a very

good approximation. The colored error bars show the current experimental measurements at 1�.

• The minimal U(2)5-breaking relation �d⌧
L /�s⌧

L = V ⇤
td/V

⇤
ts is well supported by data. This becomes

evident when one compares the ��2 values in Table 3.2 obtained with and without imposing
this hypothesis. However, as shown by the lower plots in Figure 3.1, O(1) deviations in both
magnitude and phase are still allowed (and slightly favored in the �b⌧

R = �1 case).

3.2 Constraints from high-pT observables

Having discussed the most relevant low-energy constraints, we now turn our attention to the bounds
from collider (“high-pT ”) physics. We focus here on the constraints on the U1 leptoquark that can be
derived within the simplified model defined by the Lagrangian in (3.1), and postpone the discussion
of e↵ects of possible additional TeV-scale states to Section 4.3. As we did for the low-energy fit, we
consider the two reference benchmark scenarios �b⌧

R = 0 and �b⌧
R = �1, and we assume the same U(2)-

inspired scaling rules for the �i↵
L couplings discussed at the beginning of this section and supported

by the low-energy fit.
Leptoquark pair-production cross sections at the LHC are dominated by QCD dynamics [40,92–94]

(figure 3.4 a) and thus are largely independent of the leptoquark couplings to fermions. Nevertheless,
a certain model dependence is still retained in the form of non-minimal couplings to gluons, param-
eterized in the Lagrangian in (3.1) by the quantity c. In models where the vector leptoquark has a
gauge origin, this non-minimal coupling is absent (c = 0), allowing for robust theory predictions for
the pair-production cross section. As a consequence, the largest model dependence for this type of
searches arises through the leptoquark branching fractions to its di↵erent decay channels [95]. The fla-
vor structure emerging from our analysis of the B-meson anomalies suggests that the dominant decay
channels are those involving pairs of third-generation fermions, namely U1 ! b⌧+ and U1 ! t⌫̄, with
branching fractions that depend on the value of �b⌧

R . For the benchmark scenarios considered here, the
largest cross section is obtained for pp ! U⇤

1
U1 ! b⌧ t⌫. The CMS collaboration has performed a ded-

icated search for this channel using 137 fb�1 of 13 TeV data [96]. The corresponding exclusion regions
(obtained for c = 0) are shown in Figure 3.3 for both benchmark scenarios, together with the 1� and
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U1 leptoquark within reach

35Figure 3.3: LHC constraints for the U1 vector leptoquark for the benchmark scenarios with �b⌧
R = 0

(left) and �b⌧
R = �1 (right). The 1� and 2� regions obtained from the fit to low-energy data are also

shown.

2� regions obtained from the low-energy fit. We also show the projected limits for the high-luminosity
phase of the LHC (HL-LHC with 3 ab�1 of integrated luminosity) under the assumption that no NP
signal is detected and that statistical and systematic uncertainties scale with the square root of the
luminosity. As can be seen, these searches o↵er only a relatively small coverage of the parameter space
favored by the low-energy fit. Other direct searches, such as single-leptoquark production from quark-
gluon scattering [93,97–99] (see figure 3.4 b) or resonant production via lepton-quark fusion [100,101]
(exploiting the recently determined lepton PDFs from photon splitting [102]) will play a crucial role
in the event of a discovery, but are currently not competitive with other high-pT searches.

Another interesting collider constraint is obtained by searching for modifications of the high-pT
tail in the dilepton invariant mass distribution in the Drell-Yan process pp ! ⌧+⌧� + X induced
by t-channel U1 exchange [33, 94, 103, 104] (see figure 3.4 c).4 The dominant production mechanism
for this channel is via a bb̄ initial state, while contributions from bs̄- and ss̄-initiated processes are
subdominant due to the underlying flavor structure of the leptoquark couplings. Stringent limits
from pp ! ⌧+⌧� +X data can be obtained by recasting the ATLAS analysis in [107] with 139 fb�1

of 13 TeV data, following the same recasting procedure described in [94]. As shown in Figure 3.3,
high-pT lepton tails provide important constraints on the parameter space preferred by the low-energy
fit, especially for �b⌧

R = �1, where the limit is about two times stronger than in the �b⌧
R = 0 scenario.

However, for both benchmark scenarios a large region of the parameter space still remains viable.
Together with the present bounds, we also show the projected limits for the HL-LHC, again assuming
a naive luminosity scaling of the uncertainties. Interestingly, we find that the preferred 1� and 2�
regions for both benchmarks are completely within the reach of the HL-LHC. We stress that this
sensitivity projections do not consider possible improvements in these searches, e.g. due to a finer and
more extended binning of the transverse mass, which will be available when more events are collected,

4Analogous limits from pp ! µ⌧ [94, 105] and pp ! µ+µ� [34] do not provide competitive bounds because of the
flavor suppression of the light-lepton couplings, though they might play a relevant role in the future in the event of
discovery. Similarly, limits derived from pp ! ⌧ ⌫̄ [106] are found to be weaker due to the smallness of V ⇤

cs �
s⌧
L and V ⇤

cb

compared to the dominant third-generation couplings.
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Only LH current LH + RH currents

Direct LQ searches at 
LHC have limited mass 

reach, but high pT 
tails in ττ events 

would have sensitivity 
at HL-LHC

Isidori at APS April 2021, 
arXiv:2103.16558

Direct LQ search 
from CMS, 

arXiv:2012.04178  

Study of high pt tails in 
ττ events from ATLAS, 
PRL 125, 051801 (2020) 



6. Going forward
Readout chip

SALT (Silicon ASIC for LHCb Tracking)128 channels, 6-bit ADC (5 bit and polarity), 40MHz readout
total of 4192 chips

M. Artuso et al, First Beam Test of UT Sensors with the SALT 3.0 Readout ASIC,

DOI:10.2172/1568842
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Upgrading LHCb
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Run 1 LS1 Run 2 LS2 Run 3 LS3 Run 4
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readout
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pp 

collisions
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Goal: 50 fb-1Upgrade I
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M2
M3 M4 M5
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HCAL
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SciFi 
Tracker
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Increase granularity and longevity of 3 new trackers
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Software
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Events on disk
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collisions
Detector 
readout

Upgrade I (being installed)

All electronics upgraded to send every hit to           
flexible software trigger

Upstream Tracker (UT)
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Upstream Tracker (UT)

Tracker with 4 layers of silicon strips 
➡ First major US contribution to LHCb
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66.8 mm 

13
38
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1528 mm 

1719 mm 
UTbX 

UTaU 

UTbV 

UTaX 

Y 

X 
Z 

Figure 2.7: Overview of UT geometry looking downstream. The di↵erent sensor geometries are
colour coded.

1526mm in X and 1336mm in Y, corresponding to ✓x between ± 317mrad, and ✓y between
± 279mrad. The UTbX plane covers wider in X of 1717 mm. Its angular coverage is
± 314mrad and ± 248mrad in X and Y directions, respectively.

The radius of the circular cutout in the innermost sensors is determined by the size
of the beam-pipe, the thickness of thermal insulation layer, and the clearance required.
The outer radius of the existing beam-pipe at UTbX is 27.4mm. The current design of
thermal insulation, presented in Ref. [19] is 3.5mm thick aerogel heat shield. We allow
for 2.5mm clearance. These considerations lead to an inner radius of the silicon sensor of
33.4mm. Due to the 0.8mm guard ring, the active area starts at 34.2mm. The central
hole leads to an acceptance starting at roughly 14mrad for straight tracks from the centre
of the interaction region. We have verified by simulation that for the typical B decay of
interest, we lose only about 5% of the events because one track is in the beam-pipe hole,
when compared with tracks reconstructed in the VELO and the outer tracker.

Each UT sensors is composed of 250 µm thick silicon and a 10 µm metalisation layer.
The sensors positions are shown as coloured squares in Fig. 2.7. In the central area the
track density is very high. To deal with the high density, sensors of thinner strips, and
also shorter lengths are used. Sensors shaded in yellow have nominal length, and 95µm
pitch, half that of the nominal sensor. Sensors shaded in pink have both half the nominal
pitch and the half nominal length, being about 5 cm long in Y direction. Thus, the central
two staves have sixteen sensors each, instead of fourteen. Each of these fine pitch sensors

14

Data readout at 40 MHz with 
radiation-hard optical components

GBTx GBTx

GBTx GBTx

VTTx VTTx VTTxVTRx

UMD in charge of 
readout electronics 

➡ 595 main boards (3 designs) 
and 3000+ ancillary boards

Ultra-dense board 
with 28 layers
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Thanks to a great team
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Thanks to great students
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b → cτνBernlochner, MFS, Robinson, Wormser, 
arXiv:2101.08326 (2021), accepted by RMP

Prospects
Delivered UT electronics to CERN, racing to complete UT installation 

➡ LHC expected to restart in 2022
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Since discrepancies are 15-30%, precision better than 3% will 
resolve the anomalies one way or the other

Figure 24: Projected uncertainty for various RHc ratios from the Belle-II and LHCb experiments
(years are indicative). The Belle-II uncertainties include estimates of the evolution of the
systematic uncertainties. The systematic uncertainties at LHCb are assumed to scale with the
accumulated statistics until they reach limits at 0.003, 0.004 and 0.012 for RD⇤ , RD and RJ/ ,
and 0.006 for both RDs and R⇤c .
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Figure 25: Projected uncertainty for various RHs ratios from the Belle-II and LHCb experiments
(years are indicative) in the range ⇠ 1 < q

2
< 6 GeV2

/c
4. The Belle-II values include estimates

of the evolution of the systematic uncertainties (for RK⇤ , the charged and neutral channels have
been combined). The LHCb uncertainties are statistical only (the precision of all measurements
will be dominated by the size of the available data samples except for RK and RK⇤ at 300 fb�1).
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Bifani, Descotes-Genon, Romero Vidal, Schune  
J. Phys. G: Nucl. Part. Phys. 46, 023001 (2018)

b → sℓℓ

https://arxiv.org/abs/2101.08326
https://arxiv.org/abs/1809.06229
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Conclusions

Excesses in decays involving  transitions 
➡ 3.1σ significance 

Deficits in decays involving  transitions 
➡ At least 3.9σ significant 

U1 leptoquark could explain both 
➡ Within reach at HL-LHC 

Exciting times ahead 
➡ LHC still analyzing Runs 1+2 data 
➡ Run 3 to start next year with 5x inst. lumi at LHCb 
➡ Belle II will increase B-factories dataset by 50x 

➡

 
to play a key role in the years to come

b → cτν

b → sμμ
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Figure 24: Projected uncertainty for various RHc ratios from the Belle-II and LHCb experiments
(years are indicative). The Belle-II uncertainties include estimates of the evolution of the
systematic uncertainties. The systematic uncertainties at LHCb are assumed to scale with the
accumulated statistics until they reach limits at 0.003, 0.004 and 0.012 for RD⇤ , RD and RJ/ ,
and 0.006 for both RDs and R⇤c .
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Figure 25: Projected uncertainty for various RHs ratios from the Belle-II and LHCb experiments
(years are indicative) in the range ⇠ 1 < q

2
< 6 GeV2

/c
4. The Belle-II values include estimates

of the evolution of the systematic uncertainties (for RK⇤ , the charged and neutral channels have
been combined). The LHCb uncertainties are statistical only (the precision of all measurements
will be dominated by the size of the available data samples except for RK and RK⇤ at 300 fb�1).
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LHCb upgrades I and II
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