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Decays with a  transition are heavily suppressed in the SM 
➡ FCNC proceeds via loop diagrams → BFs < 10-6 

Makes them very sensitive to possible New physics                    
contributions

b → sℓ+ℓ−

1 Introduction

The coupling of the leptons to gauge bosons in the Standard Model (SM) of particle physics is not predicted
to depend on the flavour. This property is known as lepton flavour universality (LFU).
b ! s`` transitions constitute a good probe for new physics searches in general and LFU tests in particular.
Such processes are indeed rare in the SM, being forbidden at tree level and only allowed via higher order
diagrams such as those shown in Figure 1. The presence of new, yet unobserved, particles entering the loops
could alter their branching ratios and/or angular distributions.
In some theory models like those predicting the existence of leptoquarks [1, 2] or Z’ bosons [3, 4, 5, 6, 7, 8],
new contributions to b ! s`` would introduce a violation of LFU.

Two results obtained from the analysis of the LHC Run-1 data collected by the LHCb experiment in
2011 and 2012 at a centre-of-mass energy of

p
7 and

p
8 Tev/c2 respectively are presented hereinafter.

Figure 1: Penguin (left) and box (right) Feynman diagrams describing a b ! s`` transition.

2 Observations

2.1 RK

In 2014 the LHCb collaboration tested LFU using B+
! K+`` decays [9], via the measurement of the ratio

RK =

R q2max

q2min

d�(B+!K+µ+µ�)
dq2 dq2

R q2max

q2min

d�(B+!K+e+e�)
dq2 dq2

(1)

in the range 1 GeV2/c4 < q2 < 6 GeV2/c4, where q2 is the invariant mass of the dilepton system.
Due to LFU, RK in the SM is predicted to be 1±O(10�3) [10, 11].

From the experimental point of view, electrons and muons behave very di↵erently in the LHCb detector.
In particular, while the latter are characterised by a high reconstruction e�ciency and a very clean signature,
the former emit large amounts of bremsstrahlung radiation, which implies a significant degradation of the
resolution on the invariant dilepton mass, partially recovered by dedicated algorithms in the reconstruction
software. Moreover, di↵erent levels of background contamination are present in the two channels, which
implies substantial di↵erences in the analysis. To minimise the e↵ect of systematic uncertainties, at LHCb
the measurement has been performed as a double ratio of branching fractions

RK =
B(B+

! K+µ+µ�)

B(B+ ! K+J/ (! µ+µ�))

,
B(B+

! K+J/ (! e+e�))

B(B+ ! K+e+e�)
. (2)

Candidates for the normalisation channel B+
! K+J/ (! `+`�) are selected using the same criteria as

the non-resonant counterpart.

1

Why penguins  (and boxes)

2

Exotic leptoquark 
contributing? 

See Gino's earlier APS talk 
and 2103.16558

�

Figure 3.2: Preferred 1� and 2� regions for the ratios �RD(⇤) and �R[1.1,6]
K resulting from the low-

energy fit for �b⌧
R = 0 (orange) and �b⌧

R = �1 (purple). Note that in both cases �R⇤
K ⇡ �RK to a very

good approximation. The colored error bars show the current experimental measurements at 1�.

• The minimal U(2)5-breaking relation �d⌧
L /�s⌧

L = V ⇤
td/V

⇤
ts is well supported by data. This becomes

evident when one compares the ��2 values in Table 3.2 obtained with and without imposing
this hypothesis. However, as shown by the lower plots in Figure 3.1, O(1) deviations in both
magnitude and phase are still allowed (and slightly favored in the �b⌧

R = �1 case).

3.2 Constraints from high-pT observables

Having discussed the most relevant low-energy constraints, we now turn our attention to the bounds
from collider (“high-pT ”) physics. We focus here on the constraints on the U1 leptoquark that can be
derived within the simplified model defined by the Lagrangian in (3.1), and postpone the discussion
of e↵ects of possible additional TeV-scale states to Section 4.3. As we did for the low-energy fit, we
consider the two reference benchmark scenarios �b⌧

R = 0 and �b⌧
R = �1, and we assume the same U(2)-

inspired scaling rules for the �i↵
L couplings discussed at the beginning of this section and supported

by the low-energy fit.
Leptoquark pair-production cross sections at the LHC are dominated by QCD dynamics [40,92–94]

(figure 3.4 a) and thus are largely independent of the leptoquark couplings to fermions. Nevertheless,
a certain model dependence is still retained in the form of non-minimal couplings to gluons, param-
eterized in the Lagrangian in (3.1) by the quantity c. In models where the vector leptoquark has a
gauge origin, this non-minimal coupling is absent (c = 0), allowing for robust theory predictions for
the pair-production cross section. As a consequence, the largest model dependence for this type of
searches arises through the leptoquark branching fractions to its di↵erent decay channels [95]. The fla-
vor structure emerging from our analysis of the B-meson anomalies suggests that the dominant decay
channels are those involving pairs of third-generation fermions, namely U1 ! b⌧+ and U1 ! t⌫̄, with
branching fractions that depend on the value of �b⌧

R . For the benchmark scenarios considered here, the
largest cross section is obtained for pp ! U⇤

1
U1 ! b⌧ t⌫. The CMS collaboration has performed a ded-

icated search for this channel using 137 fb�1 of 13 TeV data [96]. The corresponding exclusion regions
(obtained for c = 0) are shown in Figure 3.3 for both benchmark scenarios, together with the 1� and
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Contributions from several experiments

3

 mesons  
Low uncertainty on absolute rates, 
100% ε(trigger), PID, low e-brem,    
knowledge of collision momentum

𝓞 (109) B0/+

 mesons 
Triggers primarily for flavor,  

PID, VELO, 
all b-hadron species

𝓞 (1011) B0/+
(s)

 mesons 
All b-hadron species

𝓞 (1012) B0/+
(s)

 mesons now!𝓞 (108) B0/+
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B-factories
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➡ , ,  B0
(s) → μ+μ− B0

(s) → τ+τ− B0
(s) → e+e−

➡ Search for  
➡ Differential BF rates 
➡  angular observables  
➡ LFU ratios 

B → K+νν̄

B → K*ℓℓ
𝓡K(*)

Outline
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Originally from BaBar

p/e−p/e+

ℓ+
b

ℓ−

s

Penguin from Jeff Brassard

Fresh!

Fresh!

Purely leptonic B0
(s) → ℓ+ℓ−

Semileptonic B(s) → Hℓ+ℓ−

Fresh!

https://pixels.com/featured/penguin-lover-magician-magic-druide-funny-gift-ideas.html


Purely leptonic B0
(s) → ℓ+ℓ−

Flavio Archilli - Heidelberg University

Observables: branching fractions

• SM time-integrated branching fractions predictions

•
•

ℬ(B0
s → μ+μ−) = (3.66 ± 0.14) × 10−9

ℬ(B0 → μ+μ−) = (1.03 ± 0.05) × 10−10
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SlideManuel Franco Sevilla APS April meeting 2021: Electroweak penguin anomalies

  and  B0
s → μ+μ− B0 → μ+μ−

FCNC and helicity/Cabibbo suppressed  

BFs out of reach from B-factories, but their measurements are key

6
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 decays in the SMB0
(s) → μ+μ−

5

[JHEP 10 (2019) 232]

ℬ(B0
s → μ+μ−)SM = (3.66 ± 0.14) × 10−9

ℬ(B0 → μ+μ−)SM = (1.03 ± 0.05) × 10−10

single Wilson coefficient & single hadronic constant (known at !)≃ 0.5 %

• In the SM,  and  decays to two muons are FCNC and helicity suppressed :B0 B0
s

• Very clean prediction in the SM:

branching ratio. Similar e↵ects are not significant for B0
! µ+µ� decays due to the39

negligible decay width di↵erence of the B0 mass eigenstates.40

The B0

s ! µ+µ�� decay is similarly rare in the SM. Compared to the B0

s ! µ+µ�
41

amplitude, the additional suppression arising from the photon is compensated by the lift42

of the helicity suppression, bringing the total branching fraction to O(10�8) [12–14]. Two43

groups of amplitudes contribute to this decay: those where the photon is emitted from44

the initial state (initial state radiation or ISR), shown for example in Fig. 1(c), and those45

in which it is emitted from the final state (final state radiation, FSR), Fig. 1(d). Their46

interference is evaluated to be negligible due to the helicity and the kinematic suppression47

combined [12, 13, 15]. The FSR part of the B0

s ! µ+µ�� process is experimentally48

included in the B0

s ! µ+µ� decay through the description of its radiative mass tail due to49

bremsstrahlung and detector interactions. The ISR contribution is sensitive to a wider50

range of interactions, in particular to vector and electromagnetic ones, and is treated as51

a separate contribution. Similar to other multibody b ! s`` decays, the sensitivity to52

di↵erent interactions depends on the dimuon mass squared, q2, of the decay. At low q2,53

the decay is mostly sensitive to magnetic and vector interactions, while at high q2 the54

vector and axial-vector prevail. This makes the ISR B0

s ! µ+µ�� decay at high q2 an55

ideal place where to probe the same interactions that drive the anomalies that have been56

seen in some b ! s`` decays [16–19]. In the rest of this article B0

s ! µ+µ�� will indicate57

the ISR process.58

Measurements of B0

(s)! µ+µ�(�) processes have attracted considerable experimental59

interest since the first search for these decays at the CLEO experiment [20], almost forty60

years ago. The first evidence for the B0

s ! µ+µ� decay was obtained at LHCb [21] with61

data corresponding to 2 fb�1 of pp collisions, and this decay was definitively observed with62

the combined analysis of the LHCb and CMS experiments data [22]. Further measurements63
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Figure 1: Possible SM diagrams mediating (top) the B0
s ! µ+µ� and (bottom) the B0

s ! µ+µ��
processes. Subpanels show (a) the so-called “penguin” diagram and (b) the “box” diagram for
B0

s ! µ+µ�, and (c) an ISR contribution and (d) an FSR contribution to B0
s ! µ+µ��.
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branching ratio. Similar e↵ects are not significant for B0
! µ+µ� decays due to the39

negligible decay width di↵erence of the B0 mass eigenstates.40

The B0
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vector and axial-vector prevail. This makes the ISR B0

s ! µ+µ�� decay at high q2 an55

ideal place where to probe the same interactions that drive the anomalies that have been56

seen in some b ! s`` decays [16–19]. In the rest of this article B0

s ! µ+µ�� will indicate57

the ISR process.58

Measurements of B0

(s)! µ+µ�(�) processes have attracted considerable experimental59

interest since the first search for these decays at the CLEO experiment [20], almost forty60

years ago. The first evidence for the B0

s ! µ+µ� decay was obtained at LHCb [21] with61

data corresponding to 2 fb�1 of pp collisions, and this decay was definitively observed with62

the combined analysis of the LHCb and CMS experiments data [22]. Further measurements63
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s ! µ+µ�, and (c) an ISR contribution and (d) an FSR contribution to B0
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 decays in the SMB0
(s) → μ+μ−

4

[JHEP 10 (2019) 232]

ℬ(B0
s → μ+μ−)SM = (3.66 ± 0.14) × 10−9

ℬ(B0 → μ+μ−)SM = (1.03 ± 0.05) × 10−10

Single Wilson coefficient

Single hadronic constant
known at !≃ 0.5 %

1.2.4 The Standard Model branching fraction400

From the e↵ective Hamiltonian (1.22), the time-integrated, untagged and helicity-
summed branching fraction (1.23) can be worked out by evaluating the ampli-
tude (1.20). Within the SM, the only non-negligible contribution to B

0

d,s
! µ

+
µ

�

decays comes from the operator O10, whose magnitude in the e↵ective Hamiltonian
is represented by the real Wilson coe�cient C

SM

10
. Scalar (OS) and pseudo-scalar

(OP ) contributions are in fact absent in the SM, with the only exception of the
Higgs penguin process, which is however negligible due to the smallness of the
muon mass. The left-handedness of the charged current also implies that the Wil-
son coe�cients C

0
i
corresponding to the O0

i
operators are suppressed by O(mq/mb),

where q = d, s. The SM branching fraction can therefore be expressed as [44]:

B(B0

q
! µ

+
µ

�)SM

exp
=

⌧Bq
G

4

F
M

4

W
sin4

✓W

8⇡5
|CSM

10
VtbV

⇤
tq
|2

⇥ f
2

Bq
mBq

m
2

µ

s

1 �
4m2

µ

m
2

Bq

1 + yq

1 � y2
q

, (1.34)

where, as stated in Sec. 1.2.2, the mixing e↵ect correction (1 + yq)/(1 � y
2

q
) is401

sizeable only in the B
0

s
! µ

+
µ

� case (q = s).402

C
SM

10
comprises the contributions from Z penguin and W box diagrams of Fig. 1.4,403

and has a value of ⇠ �4.1 [44]. Since Higgs boson couplings are proportional404

to the fermion masses (Eq. (1.8)), its only substantial contributions are those in405

which H
0 is coupled at both end of its propagator to the top quark. The main406

processes for such contributions appear at two-loop level in EW interactions and407

can be safely neglected [42].408

The Hadronic Matrix Element409

As the final state of B
0

q
! µ

+
µ

� is purely leptonic, the hadronic sector of the410

decay can be expressed in terms of a single non-perturbative decay constant fBq
,411

defined by the matrix element [50]412

⌦
0|q̄�µ�5b|B̄q(p)

↵
= ipµfBq

, (1.35)

which contracted with p
µ on both sides gives413

⌦
0|q̄�5b|B̄q(p)

↵
= �ifBq

M
2

Bq

mb + ms

. (1.36)

The decay constant used to be the largest source of uncertainty in the amplitude
calculation, but recent advances in lattice QCD calculations brought this error
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• In the SM, B decays to two muons are FCNC and helicity suppressed :

299

Unlike charged currents, weak neutral currents are not a↵ected by the base change300

(1.10), so that no flavour mixing terms are present. Therefore, Flavour Changing301

Neutral Current (FCNC) processes are only possible at higher orders, meaning that302

direct transitions between down or up type quarks are highly suppressed within303

the SM, as shown in Sec. 1.2.304

1.2 B
0
d,s

! µ
+
µ

� in the Standard Model305

B
0

d
(b̄d) and B

0

s
(b̄s) decays into a pair of oppositely charged muons, B

0

d,s
! µ

+
µ

�,306

are especially interesting and extremely rare in the SM.307

Given the quark compositions of the B
0

d
and B

0

s
mesons, their dimuon decay implies308

a weak transition between two down-type quarks, b ! d or b ! s, which is309

forbidden at the tree level in the SM (Fig. 1.4a), as deduced in 1.1.2.

charged current is the decay of the ⇡
+ meson, which consists of an up (u) quark of

electrical charge +2/3 of the charge of the proton and a down (d) antiquark of charge
+1/3. A pictorial representation of this process, known as a Feynman diagram, is shown
in Fig. 1a. The u and d quarks are ‘first generation’ or lowest mass quarks. Whenever a
decay mode is specified in this Letter, the charge conjugate mode is implied.

The B
+ meson is similar to the ⇡

+, except that the light d antiquark is replaced by the
heavy ‘third generation’ (highest mass quarks) beauty (b) antiquark, which has a charge
of +1/3 and a mass of ⇠5 GeV/c

2 (about five times the mass of a proton). The decay
B

+ ! µ
+
⌫, represented in Fig. 1b, is allowed but highly suppressed because of angular

momentum considerations (helicity suppression) and because it involves transitions be-
tween quarks of di↵erent generations (CKM suppression), specifically the third and first
generations of quarks. All b hadrons, including the B

+, B
0

s
and B

0 mesons, decay predom-
inantly via the transition of the b antiquark to a ‘second generation’ (intermediate mass
quarks) charm (c) antiquark, which is less CKM suppressed, in final states with charmed
hadrons. Many allowed decay modes, which typically involve charmed hadrons and other
particles, have angular momentum configurations that are not helicity suppressed.

The neutral B
0
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meson is similar to the B

+ except that the u quark is replaced by
a second generation strange (s) quark of charge �1/3. The decay of the B
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meson to

two muons, shown in Fig. 1c, is forbidden at the elementary level because the Z
0 cannot

couple directly to quarks of di↵erent flavours, that is, there are no direct ‘flavour changing
neutral currents’. However, it is possible to respect this rule and still have this decay occur
through the ‘higher order’ transitions such as those shown in Fig. 1d and e. These are
highly suppressed because each additional interaction vertex reduces their probability of
occurring significantly. They are also helicity and CKM suppressed. Consequently, the
branching fraction for the B

0
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� decay is expected to be very small compared to
the dominant b antiquark to c antiquark transitions. The corresponding decay of the B
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Figure 1 | Feynman diagrams related to the B0
s ! µ+µ� decay: a, ⇡+ meson decay

through charged-current process; b, B+ meson decay through the charged-current process; c, a
B0

s decay through the direct flavour changing neutral current process, which is forbidden in the
SM, as indicated by the large red “X; d and e, higher-order flavour changing neutral current
processes for the B0

s ! µ+µ� decay allowed in the SM; and f and g, examples of processes for
the same decay in theories extending the SM, where new particles, denoted as X0 and X+, can
alter the decay rate.
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(a) Tree

charged current is the decay of the ⇡
+ meson, which consists of an up (u) quark of

electrical charge +2/3 of the charge of the proton and a down (d) antiquark of charge
+1/3. A pictorial representation of this process, known as a Feynman diagram, is shown
in Fig. 1a. The u and d quarks are ‘first generation’ or lowest mass quarks. Whenever a
decay mode is specified in this Letter, the charge conjugate mode is implied.

The B
+ meson is similar to the ⇡

+, except that the light d antiquark is replaced by the
heavy ‘third generation’ (highest mass quarks) beauty (b) antiquark, which has a charge
of +1/3 and a mass of ⇠5 GeV/c

2 (about five times the mass of a proton). The decay
B

+ ! µ
+
⌫, represented in Fig. 1b, is allowed but highly suppressed because of angular

momentum considerations (helicity suppression) and because it involves transitions be-
tween quarks of di↵erent generations (CKM suppression), specifically the third and first
generations of quarks. All b hadrons, including the B

+, B
0

s
and B

0 mesons, decay predom-
inantly via the transition of the b antiquark to a ‘second generation’ (intermediate mass
quarks) charm (c) antiquark, which is less CKM suppressed, in final states with charmed
hadrons. Many allowed decay modes, which typically involve charmed hadrons and other
particles, have angular momentum configurations that are not helicity suppressed.

The neutral B
0

s
meson is similar to the B

+ except that the u quark is replaced by
a second generation strange (s) quark of charge �1/3. The decay of the B
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s
meson to

two muons, shown in Fig. 1c, is forbidden at the elementary level because the Z
0 cannot

couple directly to quarks of di↵erent flavours, that is, there are no direct ‘flavour changing
neutral currents’. However, it is possible to respect this rule and still have this decay occur
through the ‘higher order’ transitions such as those shown in Fig. 1d and e. These are
highly suppressed because each additional interaction vertex reduces their probability of
occurring significantly. They are also helicity and CKM suppressed. Consequently, the
branching fraction for the B
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� decay is expected to be very small compared to
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s ! µ+µ� decay: a, ⇡+ meson decay

through charged-current process; b, B+ meson decay through the charged-current process; c, a
B0

s decay through the direct flavour changing neutral current process, which is forbidden in the
SM, as indicated by the large red “X; d and e, higher-order flavour changing neutral current
processes for the B0

s ! µ+µ� decay allowed in the SM; and f and g, examples of processes for
the same decay in theories extending the SM, where new particles, denoted as X0 and X+, can
alter the decay rate.
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(b) Z penguin

charged current is the decay of the ⇡
+ meson, which consists of an up (u) quark of

electrical charge +2/3 of the charge of the proton and a down (d) antiquark of charge
+1/3. A pictorial representation of this process, known as a Feynman diagram, is shown
in Fig. 1a. The u and d quarks are ‘first generation’ or lowest mass quarks. Whenever a
decay mode is specified in this Letter, the charge conjugate mode is implied.

The B
+ meson is similar to the ⇡

+, except that the light d antiquark is replaced by the
heavy ‘third generation’ (highest mass quarks) beauty (b) antiquark, which has a charge
of +1/3 and a mass of ⇠5 GeV/c

2 (about five times the mass of a proton). The decay
B

+ ! µ
+
⌫, represented in Fig. 1b, is allowed but highly suppressed because of angular

momentum considerations (helicity suppression) and because it involves transitions be-
tween quarks of di↵erent generations (CKM suppression), specifically the third and first
generations of quarks. All b hadrons, including the B

+, B
0

s
and B

0 mesons, decay predom-
inantly via the transition of the b antiquark to a ‘second generation’ (intermediate mass
quarks) charm (c) antiquark, which is less CKM suppressed, in final states with charmed
hadrons. Many allowed decay modes, which typically involve charmed hadrons and other
particles, have angular momentum configurations that are not helicity suppressed.

The neutral B
0

s
meson is similar to the B

+ except that the u quark is replaced by
a second generation strange (s) quark of charge �1/3. The decay of the B

0

s
meson to

two muons, shown in Fig. 1c, is forbidden at the elementary level because the Z
0 cannot

couple directly to quarks of di↵erent flavours, that is, there are no direct ‘flavour changing
neutral currents’. However, it is possible to respect this rule and still have this decay occur
through the ‘higher order’ transitions such as those shown in Fig. 1d and e. These are
highly suppressed because each additional interaction vertex reduces their probability of
occurring significantly. They are also helicity and CKM suppressed. Consequently, the
branching fraction for the B

0

s
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� decay is expected to be very small compared to
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through charged-current process; b, B+ meson decay through the charged-current process; c, a
B0

s decay through the direct flavour changing neutral current process, which is forbidden in the
SM, as indicated by the large red “X; d and e, higher-order flavour changing neutral current
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the same decay in theories extending the SM, where new particles, denoted as X0 and X+, can
alter the decay rate.

2

(c) W box

Figure 1.4: Dominant Feynman diagrams for B
0

d,s
! µ

+
µ

� decays

310

Nevertheless, B
0

d,s
! µ

+
µ

� can occur in the SM in higher order processes, the311

dominant ones being Z penguin with top loop (75%) and W box (24%) [40], as312

depicted in Fig. 1.4. In addition to being loop and CKM suppressed, B
0

d,s
!313

µ
+
µ

� decays su↵er significant helicity suppression. The neutral B mesons are314

pseudoscalars (JP = 0�), so that the two muons in the final state are forced to315

have the same helicity. The helicity state of one of the two muons is therefore316

always disfavoured by a factor (mµ/MB)2 ⇠ 4 ⇥ 10�4 with respect to the other.317

1.2.1 An E↵ective Field Theory for B decays318

The main obstacle in evaluating amplitudes for hadronic weak decays such as319

B
0

d,s
! µ

+
µ

� is strong interaction. Conversely to QED, where higher order pro-320

cesses are suppressed by powers of ↵EM ' 1/137, the strong coupling of QCD321

largely depends on the transferred momentum scale of the process. At su�ciently322
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• Clean prediction in the SM:

[PRD 98 (2018) 074512]

(tree) (penguin) (box)

q = d, sℬ(B0
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τBq
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[PRD 98 (2019) 074512]
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SM Predictions                     JHEP 10 (2019) 232 

   →    4% uncertainty 
   →    5% uncertainty

ℬ (B0
s → μ+μ−) = (3.66 ± 0.14) × 10−9

ℬ (B0 → μ+μ−) = (1.03 ± 0.05) × 10−9

Flavio Archilli - Heidelberg University

Observables: branching fractions

• SM time-integrated branching fractions predictions

•
•

ℬ(B0
s → μ+μ−) = (3.66 ± 0.14) × 10−9

ℬ(B0 → μ+μ−) = (1.03 ± 0.05) × 10−10
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The signal sample consists of B candidates constructed from two oppositely charged

muons, which are constrained to originate from a common origin and have an invariant mass

in the range 4.8 < m
µ
+
µ
− < 6.0GeV. Within the signal sample, a signal region defined

by 5.20 < m
µ
+
µ
− < 5.45GeV is analyzed only after all analysis procedures have been

finalized. The background is estimated from mass sidebands in data and from Monte Carlo

(MC) simulation for specific background sources from B decays. The main background

categories are (1) combinatorial background with two genuine muons from semileptonic

decays of separate B hadrons (e.g., B0 → D∗−µ+ν), (2) rare B decays with two muons (e.g.,

from B → hµµ where h ∈ {π,K, p}), and (3) rare B decays with one hadron (e.g., from

B → hµν) or two hadrons (e.g., from B → hh(′)) misidentified as muons. The combinatorial

background affects both B0
s → µ+µ− and B0 → µ+µ− and is the limiting factor for the

measurement of the former. The search for the decay B0 → µ+µ−, with its smaller expected

branching fraction and an expected signal-to-background ratio significantly below one, is

additionally affected by rare B decays, since background from hadronic B decays produces

a dimuon invariant mass distribution that peaks underneath the B0 → µ+µ− signal. The

background from rare B decays has only a minor impact on the B0
s → µ+µ− results.

Because the mass resolution of the CMS detector has a strong dependence on the

pseudorapidity η of the muons, the analysis sensitivity benefits from a division of the data

sets into channels based on the pseudorapidity ηfµ of the most forward muon of the B

candidate, where |ηfµ| = max(|η
µ
+ |, |η

µ
− |). A central and a forward channel are defined for

all running periods, with different boundaries for Run 1 and Run 2 because of changing

trigger requirements.

A normalization sample based on B+ → J/ψK+ decays (with J/ψ → µ+µ−) is used

in the measurement of the branching fractions. In addition, a control sample based on

B0
s → J/ψφ decays (with J/ψ → µ+µ− and φ → K+K−) is used to study differences

between B+ and B0
s characteristics (fragmentation, isolation, selection efficiency, etc.) in

data and to compare with MC simulation. These samples are reconstructed by adding

one or two charged tracks with a kaon mass hypothesis to two oppositely charged muons,

requiring the dimuon pair to be consistent with J/ψ meson decay.

The B0
s → µ+µ− branching fraction is determined using

B(B0
s → µ+µ−) =

NS

NB
+

obs

fu
fs

εB
+

tot

εtot
B(B+ → J/ψK+)B(J/ψ → µ+µ−), (1.3)

where NS (NB
+

obs ) is the number of reconstructed B0
s → µ+µ− (B+ → J/ψK+) decays,

εtot (ε
B
+

tot ) is the total signal (B+) efficiency, B(B+ → J/ψK+) = (1.01± 0.03)× 10−3 and

B(J/ψ → µ+µ−) = (5.96 ± 0.03) × 10−2 [16], and fu/fs is the ratio of the B+ and B0
s

fragmentation functions. The value fs/fu = 0.252±0.012 (exp)±0.015 (CMS), a combina-

tion [16] with input from measurements by the LHCb [19] and ATLAS Collaborations [20],

is used. Beyond the experimental uncertainty from ref. [16], we assign an additional un-

certainty (labeled CMS) by adding in quadrature uncertainties evaluated from the consid-

eration of two other issues. First, we derive an uncertainty of 0.008 from the difference

– 3 –

2.4% uncert. 0.6% uncert.

3.2% uncert. from 2103.06810 (7% until last month) Fresh!

https://indico.cern.ch/event/976688/attachments/2213706/3747159/santimaria_LHC_seminar_2021.pdf
https://arxiv.org/abs/1908.07011
https://arxiv.org/abs/2103.06810
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Figure 7. Invariant mass (left) and proper decay time (right) distributions, with the 2D UML
fit projections overlaid. The data combine all channels passing the analysis BDT discriminator
requirements as given in table 4. The total fit is shown by the solid line and the different background
components by the broken lines and cross-hatched distributions. The signal component is shown
by the single-hatched distribution.

Figure 8 shows the mass distribution of all contributing data, without requiring t >

1 ps, and the weighted signal proper decay time distribution, together with the result of

the binned ML fit. The fit yields τ
µ
+
µ
− = 1.55 +0.52

−0.33 ps, where the uncertainty is the

combination of the statistical and systematic contributions. Using pseudo-experiments

with post-fit nuisance parameters, a fit bias of +0.09 ps is observed and corrected for in

the result above. It is included as a systematic uncertainty. The reasons for this bias are,

first, negative yields are not allowed in the weighted ML fit and, second, the sample size

at large decay times is very small. The decay time dependence of the selection efficiency

leads to a systematic uncertainty of 0.04 ps. All systematic uncertainties are summarized

in table 2.

The two fitting methods, the 2D UML fit and the 1D sPlot approach, yield consistent

results. The observed total uncertainties in the primary fitting method are about one

root-mean-square deviation larger than the expected median uncertainties (+0.39
−0.30 ps). The

expected median uncertainty for the 1D sPlot approach are +0.49
−0.31 ps. While the uncertainties

are sizable, the results are consistent with the SM expectation that only the heavy BsH

state contributes to the B0
s → µ+µ− decay.

9 Summary

Measurements of the rare leptonic B meson decays B0
s → µ+µ− and B0 → µ+µ− have been

performed in pp collision data collected by the CMS experiment at the LHC, corresponding

to integrated luminosities of 5 fb−1 at center-of-mass energy 7TeV, 20 fb−1 at 8TeV, and

36 fb−1 at 13TeV. The B0
s → µ+µ− decay is observed with a significance of 5.6 standard

deviations and the time-integrated branching fraction is measured to be B(B0
s → µ+µ−) =

– 23 –
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Figure 1. Invariant mass distributions for the µµK system used to reconstruct the B+ → J/ψK+

normalization sample. The plot on the left shows the 2016A central-region channel (|ηfµ| < 0.7),
while the plot on the right shows the 2016B forward-region channel (0.7 < |ηfµ| < 1.4). The mass
resolutions for these channels are 30 and 43MeV, respectively. The data are shown by solid black
circles, the result of the fit is overlaid with the black line, and the different components are indicated
by the hatched regions.

The reconstruction of the B+ → J/ψK+ normalization sample and the B0
s → J/ψφ

(φ → K+K−) control sample is similar to the reconstruction of B → µ+µ− candidates.

Two oppositely charged global muons with pT > 4GeV, pTµ
+
µ
− > 7GeV, and 2.8 <

m
µ
+
µ
− < 3.2GeV are combined with either one or two tracks, assumed to be kaons, with

pT > 0.6GeV. The maximum distance of closest approach (dmax
ca ) between all pairs of the

B candidate tracks is required to satisfy dmax
ca < 0.08 cm. For B0

s → J/ψφ candidates, the

two kaons must have an invariant mass 1.01 < m
K
+
K
− < 1.03GeV. All B candidates with

an invariant mass 4.8 < m < 6.0GeV are retained for further analysis. Since B+ → J/ψK+

and B0
s → J/ψφ candidates are analyzed with the same analysis BDT as the B → µ+µ−

candidates, the two muons from the J/ψ are refit to a common vertex and this fit χ2/dof

is used in the analysis BDT, so as to have the same number of degrees of freedom as in

the signal decay. The determination of the other variables is based on the complete B

candidate secondary vertex, also including the additional kaon(s) in the fit.

The B candidate yields in the normalization sample are determined with binned

ML fits. Example invariant mass distributions from Run 2 are shown in figure 1. The

B+ → J/ψK+ signal component is modeled by a double-Gaussian function with common

mean. The background is modeled with an exponential function for the combinatorial com-

ponent, an error function for the partially reconstructed background from B → J/ψKX,

and a double-Gaussian function with common mean for B+ → J/ψπ+ decays. For this

latter component, the integral is constrained to 4% of the signal yield [16] and the other

parameters are fixed to the expectation from MC simulation. The total B+ → J/ψK+

yield used for the determination of B(B0
s → µ+µ−) is NB

+

obs = (1.43 ± 0.06) × 106, where

– 11 –

J
H
E
P
0
4
(
2
0
1
9
)
0
9
8

E
ve

n
ts

 /
 2

5
 M

e
V

0

10000

20000

30000

40000

50000

60000

70000

80000

90000 2015-2016 data

Total fit result
+

 Kψ J/→
+

B

structed decays
Partially recon-

Non-resonant bkg.
+

π ψ J/→
+

B

ATLAS
-1 = 13 TeV, 15.1 fbs

 [MeV]+
 KψJ/m

5000 5100 5200 5300 5400 5500 5600

P
u

ll

4−

2−

0
2

4
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bottom of the plot shows the bin-by-bin pulls for the fit, where the pull is defined as the difference
between the data point and the value obtained from the fit function, divided by the error from the fit.

The fit includes four components: B+ → J/ψK+ decays, Cabibbo-suppressed

B+ → J/ψ π+ decays in the right tail of the main peak, partially reconstructed B decays

(PRD) where one or more of the final-state particles are missing, and the non-resonant

background composed mostly of bb̄ → J/ψX decays. All components other than the last

one have shapes constrained by MC simulation as described below, with the data fit in-

cluding an additional Gaussian convolution to account for possible data-MC discrepancies

in mass scale and resolution. The shape of the B+ → J/ψK+ mass distribution is pa-

rameterised using a Johnson SU function [32, 33]. The final B+ → J/ψK+ yield includes

the contribution from radiative effects (i.e. where photons are emitted from the B decay

products). The B+ → J/ψ π+ decays are modelled by the sum of a Johnson SU function

and a Gaussian function, where all parameters except the normalisation are determined

from the simulation. The decay modes contributing to the PRD are classified in simulation

on the basis of their mass dependence. Each of the three resulting categories contributes to

the overall PRD shape with combinations of Fermi-Dirac and exponential functions, con-

tributing differently in the low-mass region. Their shape parameters are determined from

simulation. Finally, the non-resonant background is modelled with an exponential function

with the shape parameter extracted from the fit. The normalisation of each component is

unconstrained in the fit, which is therefore mostly independent of external inputs for the

branching fractions. The residual dependence of the PRD model shapes on the relative

branching fractions of the contributing decays is considered as a source of systematic un-

certainty. The resulting fit, shown in figure 5, yields 334 351 B+ → J/ψK+ decays with a

statistical uncertainty of 0.3%. The ratio of yields of B+ → J/ψ π+ and B+ → J/ψK+ is

(3.71± 0.09)% (where the uncertainty reported is statistical only), in agreement with the

expectation from the world average [29] of (3.84± 0.16)%.
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Figure 8. Dimuon invariant mass distributions in the unblinded data, in the four intervals of BDT
output. Superimposed is the result of the maximum-likelihood fit. The total fit is shown as a con-
tinuous line, with the dashed lines corresponding to the observed signal component, the b → µµX
background, and the continuum background. The signal components are grouped in one single
curve, including both the B0

s → µ+µ− and the (negative) B0 → µ+µ− component. The curve rep-
resenting the peaking B0

(s) → hh′ background lies very close to the horizontal axis in all BDT bins.

The shifts in Ns or Nd are combined by considering separately the sums in quadrature

of the positive and negative shifts and taking the larger as the symmetric systematic un-

certainty. The total systematic uncertainty is found to increase with the assumed size of

the signal, with a dependence σNs
syst = 3+ 0.05Ns and σNd

syst = 2.9 + 0.05Ns + 0.05Nd. Most

of the shifts observed have opposite sign for Ns and Nd, resulting in a combined correlation

coefficient in the systematic uncertainties of ρsyst = −0.83.

The systematic uncertainties discussed in this section are included in the fit to the

µ+µ− candidates in data. The fit for the yield of B0
s and B0 events is modified by including

in the likelihood two smearing parameters for Ns and Nd that are constrained by a two-

dimensional Gaussian distribution parameterised by the values of σNs
syst, σ

Nd
syst and ρsyst.
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JHEP 04 (2019) 098

𝓑 (B0
s → μ+μ−) = (2.8+0.8

−0.7) × 10−9 → 4.6σ

𝓑 (B0 → μ+μ−) < 2.1 × 10−10 (95 %  CL)

 

 

JHEP 04 (2020) 188

𝓑 (B0
s → μ+μ−) = (2.9+0.7

−0.8) × 10−9 → 5.6σ

𝓑 (B0 → μ+μ−) < 3.6 × 10−10 (95 %  CL)

25% of Bs in Run 1+2 dataset

32% of Bs in Run 1+2 dataset

https://arxiv.org/abs/1812.03017
https://arxiv.org/abs/1910.12127


SlideManuel Franco Sevilla APS April meeting 2021: Electroweak penguin anomalies

: LHCbB0
(s) → μ+μ−

 still ~10% below SM 
Limit on  at 2.5x the SM 
First limit on  at high m(µµ) 

Also measured effective lifetime 

B0
s → μ+μ−

B0 → μ+μ−

B0
s → μ+μ−γ

τμμ = 2.07 ± 0.29 ± 0.03 ps
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Figure 16: Invariant mass distribution of B+
! J/ K+ candidates in data for di↵erent data-

taking years. Superimposed is a fit to the distribution: the blue line shows the total fit, the red
dashed line is the B+

! J/ K+ component, the green dash-dotted line is the combinatorial
background, the purple dash-three-dotted line is the B+

! J/ ⇡+ misidentified background.
These are the linear plots of the same as in the main text. For the linear plots there are the two
di↵erent styles versions.
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Normalisation: mass fits 

13

• To measure the branching fraction, luminosity and cross-section uncertainties are avoided by 
computing the ratio to a well-known channel

• Two normalisation channels are employed: perform mass fits to compute the yields

2.  
Two-body B decay                                   

 same signal topology

B0 → K+π−

→

1.  
Two muons in the final state           

 similar trigger and reconstruction

B+ → J/ψ ( → μ+μ−)K+

→

[LHCB-PAPER-2021-007]

Preliminary

Preliminary
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Figure 1: Mass distribution of the selected B0
(s)! µ+µ� candidates (black dots) with BDT > 0.5.

The result of the fit is overlaid and the di↵erent components are detailed: B0
s ! µ+µ� (red solid

line), B0! µ+µ� (green solid line), B0
s ! µ+µ�� (violet solid line), combinatorial background

(blue dashed line), B0
(s) ! h+h0� (magenta dashed line), B0 ! ⇡�µ+⌫µ, B0

s ! K�µ+⌫µ,

B+
c ! J/ µ+⌫µ and ⇤0

b ! pµ�⌫µ (orange dashed line), and B0(+)! ⇡0(+)µ+µ� (cyan dashed
line).

The correlation between the B0! µ+µ� and B0
s ! µ+µ�� branching fractions is �23%,183

while the correlations with B0
s ! µ+µ� are below 10%. The mass distribution of the184

B0
(s)! µ+µ� candidates with BDT > 0.5 is shown in Fig. 1, together with the fit result.185

An excess of B0
s ! µ+µ� candidates with respect to the expectation from background186

is observed with a significance of 10 standard deviations (�), while the significance of the187

B0! µ+µ� signal is 1.7 �, as determined using Wilks’ theorem [45] from the di↵erence188

in likelihood between fits with and without the specific signal component.189

Since the B0! µ+µ� and B0
s ! µ+µ�� signals are not significant, an upper limit on190

each branching fractions is set using the CLs method [46] with a profile likelihood ratio as191

a one-sided test statistic [47]. The likelihoods are computed with the nuisance parameters192

Gaussian-constrained to their nominal values. The test statistic is then evaluated on193

an ensemble of pseudo-experiments where the nuisance parameters are floated according194

to their uncertainties. The resulting upper limit on B(B0 ! µ+µ�) is 2.6⇥ 10�10 at195

95% CL, obtained without constraining the B0
s ! µ+µ�� yield. Similarly, the upper limit196

on B(B0
s ! µ+µ��)mµµ>4.9GeV/c2 is evaluated to be 2.0⇥ 10�9 at 95% CL.197

The e�ciency of B0
s ! µ+µ� decays depends on the lifetime, introducing a model-198

dependence in the measured time-integrated branching fraction. In the fit the SM value199

for ⌧µ+µ� is assumed, corresponding to Aµµ
��s

= 1. The model dependence is evaluated200

5

Mass fit result

18

ℬ(B0
s → μ+μ−) = (3.09+0.46+0.15

−0.43−0.11) × 10−9 (10.8σ)

[LHCB-PAPER-2021-007]

Preliminary

•  and  compatible with background only at  and B0 → μ+μ− B0
s → μ+μ−γ 1.7σ 1.5σ

Normalization Signal
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Figure 16: Invariant mass distribution of B+
! J/ K+ candidates in data for di↵erent data-

taking years. Superimposed is a fit to the distribution: the blue line shows the total fit, the red
dashed line is the B+

! J/ K+ component, the green dash-dotted line is the combinatorial
background, the purple dash-three-dotted line is the B+

! J/ ⇡+ misidentified background.
These are the linear plots of the same as in the main text. For the linear plots there are the two
di↵erent styles versions.

34

1.4 Normalisation683

5100 5200 5300 5400 5500 5600
]2c [MeV/−π+Km

0
0.2
0.4
0.6
0.8

1
1.2
1.4
1.6
1.8

2
2.2

310×

 )2 c
C

an
di

da
te

s /
 ( 

5 
M

eV
/ LHCb

1−Data 3 fb
−π+ K→ 0B
−π+ K→ 0

sB
Combinatorial
Part. reco.

5100 5200 5300 5400 5500 5600
]2c [MeV/−π+Km

0

2

4

6

8

10

12

310×

 )2 c
C

an
di

da
te

s /
 ( 

5 
M

eV
/ LHCb

1−Data 6 fb
−π+ K→ 0B
−π+ K→ 0

sB
Combinatorial
Part. reco.

Figure 12: Mass distribution of the selected B0 ! K+⇡� candidates (black dots) in (top)
Run 1 and (bottom) Run 2 data. The result of the fit to determine the normalisation yield is
overlaid (blue solid line) and the di↵erent components are detailed: B0! K+⇡� (red solid line),
B0

s ! K�⇡+ (green solid line) and combinatorial background (blue dashed line).

10

Normalisation: mass fits 

13

• To measure the branching fraction, luminosity and cross-section uncertainties are avoided by 
computing the ratio to a well-known channel

• Two normalisation channels are employed: perform mass fits to compute the yields

2.  
Two-body B decay                                   

 same signal topology

B0 → K+π−

→

1.  
Two muons in the final state           

 similar trigger and reconstruction

B+ → J/ψ ( → μ+μ−)K+

→

[LHCB-PAPER-2021-007]

Preliminary

Preliminary

 𝓑 (B0
s → μ+μ−) = (3.09+0.46

−0.43
+0.15
−0.11) × 10−9 → 10.8σ

𝓑 (B0 → μ+μ−) < 2.6 × 10−10 (95 %  CL)

100% of Bs in Run 1+2 dataset

Marco Santimaria /22LHC seminar 03/2021
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Figure 10: Results from the CLs scan used to obtain the limit on (top) B(B0
! µ+µ�) and

(bottom) B(B0
s ! µ+µ��). The background-only expectation is shown by the red line and the 1-

and 2-� bands are shown as light blue and blue bands respectively. The observation is shown as
the solid black line. The two dashed lines intersecting with the observation indicate the limits at
90% and 95% CL for the upper and lower line respectively.

of the profile likelihood ratio if it is larger than the measured branching fraction and694

zero otherwise. Its distribution is determined from pseudo-experiments with the Plugin695

method, where the nuisance parameters are profiled over. The CLs curves are shown in696

Fig. 10 from which the limit on B(B0
! µ+µ�) is found to be697

B(B0
! µ+µ�) < 2.6⇥ 10�10

at 90% (95%) CL, and the limit on B0

s ! µ+µ�� decays is found to be698

B(B0

s ! µ+µ��)mµµ>4.9GeV/c2 < 2.0⇥ 10�9

at 90%(95%) CL. The measured upper limits are shown in Fig. 10, together with the699

expected ones.700

As described in Sec. 5.2, the BDT calibration of B0

s ! µ+µ� decays depends on701

the lifetime which introducing a model-dependence in the measured time-integrated702

branching fraction. In the fit the SM value Aµµ
��s

= 1 assumed for B0

s ! µ+µ� and the703

same assumption is done for B0

s ! µ+µ��. The model dependence is also evaluated704

by repeating the fit under the assumptions Aµµ
��s

= 0 and �1, finding an increase of705

the B0

s ! µ+µ� branching fraction with respect to the SM hypothesis of 4.7% and706

10.9%, respectively, while the branching fraction of B0
! µ+µ� remains unchanged.707

The dependence is approximately linear in the physically allowed Aµµ
��s

range. A similar708

dependence is present for the B0

s ! µ+µ�� decay with a negligible impact on the branching709

fraction limit.710
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Branching fraction results

19

[LHCB-PAPER-2021-007]

ℬ(B0 → μ+μ−) < 2.6 × 10−10 (95 % CL)

ℬ(B0
s → μ+μ−γ)mμ+μ−>4.9 GeV < 2.0 × 10−9 (95 % CL)

•  spot on 
previous LHCb result and SM compatible

• Limits set with the  method:

ℬ(B0
s → μ+μ−) = (3.09+0.46+0.15

−0.43−0.11) × 10−9

CLs
[J. Phys. G28 (2002) 2693]
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Figure 18: A two-dimensional representation of the branching fraction measurements for B0
s !

µ+µ� and B0! µ+µ�. The Standard Model value [6] is shown as the red cross labelled SM. The
central value from the branching fraction measurement is indicated with the blue dot. The profile
likelihood contours for 68%, 95% and 99% CL. intervals for the result presented in this Letter
are shown as blue contours, while the brown contours indicate the previous measurement [12].

17

Preliminary Preliminary

Preliminary

𝓑 (B0
s → μ+μ−γ)mμμ>4.9 GeV < 2.0 × 10−9 (95 %  CL)

PAPER-2021-007 forthcoming

https://indico.cern.ch/event/976688/attachments/2213706/3747159/santimaria_LHC_seminar_2021.pdf
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  and  B0
(s) → τ+τ− B0

(s) → e+e−

Entering era of 
precision measurements  

Getting close to  

Far from SM predictions for 
taus and electrons, but NP 
could enhance rates

B0
s → μ+μ−

B0 → μ+μ−

9

Marco Santimaria /22LHC seminar 03/2021

Conclusions

22

• The legacy measurement of 
 represents an 

important milestone for LHCb and 
a crucial input for the "flavour 
anomalies"

• Achieved the most precise single-
experiment measurement of the 

 with  error 

B0
(s) → μ+μ−

ℬ(B0
s → μ+μ−) ∼ 15 %
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Zoom on LHC

• Most precise measurement of 

• First limit on  ISR at high 

•  limit at 2.5X the SM prediction: its observation in Run 3 heavily relies on the PID
• Paper will appear soon!

• That's it for , now more rare decays with Kostas

τμ+μ−

B0
s → μ+μ−γ mμ+μ−

ℬ(B0 → μ+μ−)

B0
(s) → μ+μ−
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Figure 1: Simultaneous fit to the dielectron invariant-mass distribution, with B(B0
! e+e�)

fixed to zero. The sum of bremsstrahlung categories is shown for (left) Run 1 and (right) Run 2.
The relative proportions of background contributions change between Run 1 and Run 2 due to
di↵erent performances of the particle identification algorithms and BDT selections.

the kaon reconstruction e�ciency arising from the limited knowledge of the interactions in
the detector material [40]. Finally, an uncertainty of 1.0% is assigned to account for small
di↵erences in detector occupancy between the signal and normalization mode arising from
the trigger selection. The dominant sources of systematic uncertainties on the background
composition are due to the imprecise knowledge of the branching fractions of the back-
ground components. The largest uncertainty of this type on the expected background yield
in the B-mass region is 14%, determined from refitting the mass sidebands while varying
the background components according to their uncertainties. Taking all correlations into
account, overall single event sensitivities of [4.71± 0.12(stat.)± 0.33(syst.)]⇥ 10�10 for
B0

s ! e+e� and [1.271± 0.034(stat.)± 0.063(syst.)]⇥ 10�10 for B0
! e+e� are obtained.

The dielectron invariant-mass spectrum, summed over bremsstrahlung categories, is
shown in Fig. 1, with the result of the B0

s ! e+e� fit. The individual categories are
shown in the Supplemental Material [38], as well as the distributions with the result of the
B0

! e+e� fit. The measured branching fractions are B(B0
s ! e+e�) = (2.4± 4.4)⇥ 10�9

and B(B0
! e+e�) = (0.30± 1.29)⇥ 10�9, where the uncertainties include both statistical

and systematic components. The results are in agreement with the background-only
hypothesis.

Upper limits on the branching fractions are set using the CLs method [41], as im-
plemented in the GammaCombo framework [42,43] with a one-sided profile likelihood
ratio [44] as test statistic. The likelihoods are computed from fits to the invariant-mass
distributions. In the fits, the normalization factor, normalization mode branching fraction,
fragmentation fraction ratio, and background yields are Gaussian constrained to their
expected values within statistical and systematic uncertainties. Pseudoexperiments, in
which the nuisance parameters are set to their fitted values from data, are used for the
evaluation of the test statistic.

The expected and observed CLs distributions are shown in Fig. 2. The upper observed
limits are B(B0

s ! e+e�) < 9.4 (11.2) ⇥ 10�9 and B(B0
! e+e�) < 2.5 (3.0) ⇥ 10�9

at 90 (95)% confidence level. These are consistent with the expected upper limits of
B(B0

s ! e+e�) < 7.0 (8.6)⇥ 10�9 and B(B0
! e+e�) < 2.0 (2.5)⇥ 10�9 at 90 (95)% con-

fidence level, obtained as the median of limits determined on background-only pseudoex-

5

 
 

PRL 124, 211802 (2020)

𝓑 (B0
s → e+e−) < 1.1 × 10−8 (95 %  CL)

𝓑 (B0 → e+e−) < 3.0 × 10−9 (95 %  CL)

 

 

JHEP 10, 232 (2019)

ℬ (B0
s → e+e−)SM = (8.60 ± 0.36) × 10−14

ℬ (B0 → e+e−)SM = (2.41 ± 0.13) × 10−15

50% of Bs in 
Run 1+2

A factor of ~105 from SM 
for electrons

  or 
 

PRL 118, 251802 (2017)

𝓑 (B0
s → τ+τ−) < 6.8 × 10−3 (95 %  CL)

𝓑 (B0 → τ+τ−) < 2.1 × 10−3 (95 %  CL)

 

 

PRL 112, 101801 (2014)

ℬ (B0
s → τ+τ−)SM = (7.73 ± 0.49) × 10−7

ℬ (B0 → τ+τ−)SM = (2.22 ± 0.19) × 10−8
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Figure 3: Distribution of the NN output in the signal region N SR
data (black points), with the total

fit result (blue line) and the background component (green line). The fitted B0
s ! ⌧+⌧� signal

component is negative and is therefore shown multiplied by �1 (red line). For each bin of the
signal and background component the combined statistical and systematic uncertainty on the
template is shown as a light-coloured band. The di↵erence between data and fit divided by its
uncertainty (pull) is shown underneath.

Di↵erences between the shapes of the background distribution in the signal and control
regions of the data are the main sources of systematic uncertainties on the background
model. These uncertainties are taken into account by allowing each bin in the NCR

data

distribution to vary according to a Gaussian constraint. The width of this Gaussian
function is determined by splitting the control region into two approximately equally
populated samples and taking, for each bin, the maximum di↵erence between the NN
outputs of the two subregions and the unsplit sample. The splitting is constructed to
have one region more signal-like and one region more background-like.

The signal can be mismodelled in the simulation. The B
0 ! D

�
D

+
s decay is used to

compare data and simulation for the variables used in the NN. Ten variables are found to
be slightly mismodelled and their distributions are corrected by weighting. The di↵erence
in the shape of the NN output distribution compared to the original unweighted sample is
used to derive the associated systematic uncertainty. The fit procedure is validated with
pseudoexperiments and is found to be unbiased. Assuming no signal contribution, the
expected statistical (systematic) uncertainty on the signal yield is +62

�40 (
+40
�42). The fit result

on data is shown in Fig. 3 and gives a signal yield s = �23+63
�53 (stat)

+41
�40 (syst), where the

split between the statistical and systematic uncertainties is based on the ratio expected
from pseudoexperiments.

The B0
s ! ⌧

+
⌧
� signal yield is converted into a branching fraction using B(B0

s ! ⌧
+
⌧
�)

5

τ+ → π+π−π+

25% of Bs in 
Run 1+2

A factor of ~104 from SM 
for taus

https://arxiv.org/abs/1908.07011
https://arxiv.org/abs/2003.03999
https://arxiv.org/abs/1703.02508
https://arxiv.org/abs/1311.0903


Semileptonic 
B(s) → Hℓ+ℓ−

Draft

Observables in b ! s`` transitions

In order of increasing theoretical precision:

Branching fractions⇤ Angular observables⇤ Lepton Flavour Universality

B− K−

W

t t

γ/Z0

b

u

µ/e

µ/e

s

u

Experimentally
“simple”

Large theory
uncertainties

Minimal FF
uncertainties

Still sensitive
to charm loops

Compare muon w.
electron mode

Theory uncertainty at
sub-percent level

⇤
see previous talk by Dayong Wang

Mick Mulder on behalf of the LHCb Collaboration Experimental status of LFU in b ! s`` transitions 2

q2 ≡ m (ℓ+ℓ−)
Draft

LFU with branching fractions: RX

Ratio of muons/electrons:

RX = B(Xb!Xsµ+µ�
)

B(Xb!Xse+e�)
⇠ 1

(for q2 > 0.1 GeV
2
)

Extremely well predicted in SM
(uncertainty from QED ⇠ 1% )

Measurements before 2019:
tensions w. SM 2.1 � 2.5� / bin

B− K−

W

t t

γ/Z0

b

u

µ/e
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s

u

q2``

]4c/2 [GeV2q
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KR
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LHCb BaBar Belle

[LHCb, PRL 113 (2014) 151601] [LHCb, JHEP 08 (2017) 055]

[BaBar, PRD 86 (2012) 032012] [Belle, PRL 103 (2009) 171801]

Mick Mulder on behalf of the LHCb Collaboration Experimental status of LFU in b ! s`` transitions 5

Medium rare: ℬ ∼ 10−7
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 and cousinsB → K(*)ℓℓ
 transitions can also be studied in semileptonic decays 

➡ Not as suppressed, but still rare with BF ~ 10-7

b → sℓ+ℓ−

11

Draft

Observables in b ! s`` transitions

In order of increasing theoretical precision:

Branching fractions⇤ Angular observables⇤ Lepton Flavour Universality

B− K−

W

t t

γ/Z0

b

u

µ/e

µ/e

s

u

Experimentally
“simple”

Large theory
uncertainties

Minimal FF
uncertainties

Still sensitive
to charm loops

Compare muon w.
electron mode

Theory uncertainty at
sub-percent level

⇤
see previous talk by Dayong Wang

Mick Mulder on behalf of the LHCb Collaboration Experimental status of LFU in b ! s`` transitions 2

Clipped from 
Mick Mulder

Branching fractions 
Simpler for LHC (focus on µ), 
but large theory uncertainties

Angular observables 
Minimal FF uncertainties, 

though sensitive to charm loops 

LFU ratios  

Theory uncertainty of ~1%, but 
electrons harder at the LHC

ℛHs
=

ℬ(Hb → Hsμμ)
ℬ(Hb → Hsee)

https://cds.cern.ch/record/2720684
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Search for  from Belle IIB → K+νν̄
 only accessible at the B-factories 

➡  transition, rate enhanced by 3 neutrino flavors 

Belle II already achieving milestones 
➡ Highest instantaneous lumi. ever (2.4 × 1034 cm-2 s-1), recorded 100+ fb-1 

Inclusive Btag reco first selecting Bsig 
➡ 10x more efficient than semileptonic tagging

B → K(*)νν̄
b → sνν̄

12

10

Validation using B+ → K+J/ψ→μ+μ−

Mode with large branching ratio characterised by clean experimental 
signature.

Filippo Dattola | Search for  decays with an inclusive tagging method at the Belle II experimentB+ → K+νν̄

Identification of  eventsB+ → K+J/ψ→μ+μ−

⨁
Strategy to mimic reconstructed 

 events.B+ → K+νν̄

• Ignore the from the 
selected  decay.

• 2-body  3-body kinematics: 
replace the 4-momentum of the 

 with the generator-level  
4-momentum taken from the  
in .

• Reconstruct the modified 
 events with the 

inclusive tagging algorithm.

μ+μ−

J/ψ

→

K+

K+

B+ → K+νν̄

B+ → K+J/ψ→μ+μ−

Validation with 
 

ignoring the muons, 
reweighting K+ kinematics

B+ → J/ψ ( → μ+μ−) K+

15

Measurement summary

Filippo Dattola | Search for  decays with an inclusive tagging method at the Belle II experimentB+ → K+νν̄

• This measurement represents the first search for  performed with an 
inclusive tag. 

• No signal observed yet, but an observed upper limit on the branching ratio of 
 is set at the 90% CL.

• With  of  data recorded by the Belle II experiment, the inclusive 
tagging is competitive with the previous searches despite the much lower 
integrated luminosity.

B+ → K+νν̄

4.1 × 10−5

63 fb−1 Υ(4S)
Competitive with 10x less data! 

Final dataset 1000x larger

14

Fit to the Data
• Measured signal strength :μ







- Consistent with the SM expectation ( ) at CL = .
- Consistent with the bkg-only hypothesis ( ) at CL = .

μ = 4.2+2.9
−2.8(stat)+1.8

−1.6(syst) = 4.2+3.4
−3.2

BR(B+ → K+νν̄) = 1.9+1.3
−1.3(stat)+0.8

−0.7(syst) × 10−5 = 1.9+1.6
−1.5 × 10−5

μ = 1 1σ
μ = 0 1.3σ

CLs upper limit scan

Filippo Dattola | Search for  decays with an inclusive tagging method at the Belle II experimentB+ → K+νν̄

CLs upper limit scan Data vs post-fit predictions in CR1 + SR

Filippo Dattola, 
Moriond EW 2021

Fresh!

https://docs.belle2.org/record/2330/files/BELLE2-TALK-CONF-2021-018.pdf
https://docs.belle2.org/record/2330/files/BELLE2-TALK-CONF-2021-018.pdf
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Differential BF rates
First measurements of  at Tevatron and the B-factories 

➡ Consistent with expectations though large uncertainties
B → K(*)ℓℓ

13
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FIG. 5: The mES spectrum in bin s4 for all K!+!− modes
combined showing data (points with error bars), the total
fit (blue solid line), signal component (black short-dashed
line), combinatorial background (magenta long-dashed line),
hadrons misidentified as muons (green dash-dotted line), and
the sum of cross-feed and peaking components (red dotted
line).
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FIG. 6: The (a) mES and (b) mKπ mass spectra in bin s1
for all four K∗!+!− modes combined showing data (points
with error bars), the total fit (blue solid lines), signal com-
ponent (black short-dashed lines), combinatorial background
(magenta long-dashed lines), hadrons misidentified as muons
(green dash-dotted lines), and the sum of cross-feed and peak-
ing components (red dotted lines).

TABLE V: Measured branching fractions [10−7] by mode and
s bin. The first and second uncertainties are statistical and
systematic, respectively.

B → K!+!− B → K∗!+!−

s (GeV2/c4) Nsig B[10−7] Nsig B[10−7]

0.10–2.00 20.6+5.9
−5.4 0.71+0.20

−0.18 ± 0.02 26.0+7.1
−6.4 1.89+0.52

−0.46 ± 0.06

2.00–4.30 17.4+5.4
−4.8 0.49+0.15

−0.13 ± 0.01 14.5+5.3
−4.6 0.95+0.35

−0.30 ± 0.04

4.30–8.12 37.1+8.0
−7.5 0.94+0.20

−0.19 ± 0.02 29.3+9.1
−8.3 1.82+0.56

−0.52 ± 0.09

10.11–12.89 36.0+8.2
−7.6 0.90+0.20

−0.19 ± 0.04 31.6+8.8
−8.1 1.86+0.52

−0.48 ± 0.10

14.21–16.00 19.7+6.2
−5.6 0.49+0.15

−0.14 ± 0.02 24.1+6.7
−6.0 1.46+0.41

−0.36 ± 0.06

>16.00 22.3+7.7
−6.9 0.67+0.23

−0.21 ± 0.05 14.1+6.6
−5.9 1.02+0.47

−0.42 ± 0.06

1.00–6.00 39.4+7.7
−7.1 1.36+0.27

−0.24 ± 0.03 33.1+8.6
−7.8 2.05+0.53

−0.48 ± 0.07

Figure 11 shows an example fit for the combined Kµ+µ−

and Ke+e− modes in the high s region. Table VII and
Fig. 12 show RK and RK∗ for s > 0.1GeV2/c4. Our
results are consistent with unity as expected in the SM.
We fit the data in each s bin separately to determine

AI for the four combined K!+!− and four combined
K∗!+!− modes. Figure 13 shows an example fit for bin
s2. The results are summarized in Table VIII. Figure 14
shows our measurements as a function of s in compari-
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FIG. 7: Partial branching fractions for the (a) K!+!− and (b)
K∗!+!− modes as a function of s showing BABAR measure-
ments (red triangles), Belle measurements [28] (open squares),
CDF measurements [29] (blue solid squares), and the SM pre-
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796 < mKπ < 996MeV/c2 for the normalisation modes. The second error was to perform

the calculation of the efficiency of the signal process in the region 796 < mKπ < 996MeV/c2

instead of 644 < mKπ < 1200MeV/c2. This has now been corrected, resulting in a correc-

tion factor with a weak q2 dependence. This correction factor varies between 0.89 in the

lowest q2 bin, rising to 0.95 in the highest q2 bin due to the reduced available phasespace.

Having resolved both issues, the corrected results for the differential branching fraction

in the q2 region 1.1 < q2 < 6.0GeV2/c4 is

dB/dq2 =
(
0.342+0.017

−0.017(stat)± 0.009(syst)± 0.023(norm)
)
× 10−7c4/GeV2.

This number should replace the differential branching fraction appearing in the abstract

of ref. [1].

The integrated branching fraction of B0→ K∗(892)0µ+µ− decay is

B
(
B0→ K∗(892)0µ+µ−) =

(
0.904+0.016

−0.015 ± 0.010± 0.006± 0.061
)
× 10−6,

where the uncertainties, from left to right, are statistical, systematic, from the extrapolation

to the full q2 region and due to the uncertainty of the branching fraction of the normalisation

mode. This number should replace the integrated differential branching fraction appearing

at the bottom of section 7 of the original paper.

All other text remains unchanged. All tables and figures in which the measurements

are affected are given below, with the numbering and captions being identical to those in

the original paper.

]4c/2 [GeV2q
0 5 10 15

]
2

/G
eV

4
c

 [
2

q
/d

B
 d

0

0.05

0.1

0.15
6−10×

LHCb
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atic uncertainties, and include the uncertainty on the B0→ J/ψK∗0 and J/ψ → µ+µ− branching
fractions.
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Figure 2. Differential branching fraction results for the B+ → K+µ+µ−, B0 → K0µ+µ− and
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statistical and systematic uncertainties. The shaded regions illustrate the theoretical predictions
and their uncertainties from light cone sum rule and lattice QCD calculations.

and 1.50 for B→ Kµ+µ− and B0→ K∗0µ+µ−, respectively. No uncertainty is assigned

to these corrections. Summing the q2 bins and applying the extrapolation, the integrated

branching fractions become

B(B+→ K+µ+µ−) = (4.29± 0.07 (stat)± 0.21 (syst))× 10−7,

B(B0→ K0µ+µ−) = (3.27± 0.34 (stat)± 0.17 (syst))× 10−7,

B(B+→ K∗+µ+µ−) = (9.24± 0.93 (stat)± 0.67 (syst))× 10−7.

These measurements are more precise than the current world averages [26].

Table 3 compares the B+ → K+µ+µ− and B0 → K0µ+µ− branching fractions inte-

grated over the q2 region of 15− 22GeV2/c4, and the B+→ K∗+µ+µ− branching fraction

integrated over the 15 − 19GeV2/c4 region to the lattice QCD predictions [1, 2, 46, 47].

While the measurements are all individually consistent with their respective predictions,

they all have values below those.

8 Isospin asymmetry results

The assumption of no isospin asymmetry in the B→ J/ψK(∗) modes makes the isospin

measurement equivalent to measuring the difference in isospin asymmetry between B→
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efficiency on the underlying physics model. Its effect on the branching fraction measure-

ment is evaluated by varying the Wilson coefficient C9 used in the generation of simulated

signal events. By allowing a New Physics contribution of −1.5, which is motivated by the

global fit results in ref. [38], the resulting systematic uncertainty is found to be less than

1.6%. The selection requirements introduce a decay-time dependence of the efficiencies

which can, due to the sizeable lifetime difference in the B0
s system [39], affect the mea-

sured branching fraction [40]. The systematic uncertainty is determined with simulated

B0
s → φµ+µ− signal events, generated using time-dependent decay amplitudes as described

in ref. [12]. When varying the Wilson coefficients, the size of the effect is found to be at

most 1.6%, which is taken as the systematic uncertainty. The statistical uncertainty due to

the limited size of the simulated signal samples leads to a systematic uncertainty of 1.9%.

The systematic uncertainties due to the parametrisation of the mass shapes are eval-

uated using pseudoexperiments. For the signal mass model, events are generated using a

double Gaussian mass shape, and then fitted using both the double Gaussian as well as the

nominal signal mass shape, taking the observed deviation as the systematic uncertainty.

For the parametrisation of the combinatorial background, the nominal exponential function

is compared with a linear mass model. The systematic uncertainties due to the modelling

of the signal and background mass shape are 2.1% and 1.6%, respectively. Peaking back-

grounds are neglected in the fit for determination of the signal yields. The main sources of

systematic uncertainty are caused by contributions from the decays Λ0
b → pK−µ+µ− and

B0 → K∗0µ+µ−, resulting in systematic uncertainties of 0.2 − 2.2%, depending on the q2

bin. Finally, the uncertainty on the branching fraction of the decay J/ψ → µ+µ− amounts

to a systematic uncertainty of 0.6%. The complete list of systematic uncertainties is given

in table 2.

For the total branching fraction of the signal decay, the uncertainty on the branching

fraction of the normalisation channel is the dominant systematic uncertainty, at the level

– 8 –
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Angular observables in B → K*ℓℓ

Optimized  observables make a 

clever use of the symmetries to cancel soft FF at LO  

Also, LFU  observables independent of 
long distance charm contributions

P′ 4,5,8 =
S4,5,8

FL (1 − FL)

Qi = Pμ
i − Pe

i
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Figure 11: Projections of the fitted probability density function on the decay angles, m(K+⇡�)
and m(K+⇡�µ+µ�) for the bin 1.1 < q2 < 6.0GeV2/c4. The blue shaded region indicates
background.
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models. The pseudoexperiments are generated with signal
yields many times larger than the data, in order to render
statistical fluctuations negligible.
The size of the total systematic uncertainty varies

depending on the angular observable and the q2 bin.
The majority of observables in both the Si and Pð0Þ

i basis
have a total systematic uncertainty between 5% and 25% of
the statistical uncertainty. For FL, the systematic uncer-
tainty tends to be larger, typically between 20% and 50%.
The systematic uncertainties are given in Table 3
of Ref. [70].
The dominant systematic uncertainties arise from the

peaking backgrounds that are neglected in the analysis, the
bias correction, and, for the narrow q2 bins, from the
uncertainty associated with evaluating the acceptance at a
fixed point in q2. For the peaking backgrounds, the
systematic uncertainty is evaluated by injecting additional
candidates, drawn from the angular distributions of the
background modes, into the pseudoexperiment data. The
systematic uncertainty for the bias correction is determined
directly from the pseudoexperiments used to validate the
fit. The systematic uncertainty from the variation of the
acceptance with q2 is determined by moving the point in q2

at which the acceptance is evaluated to halfway between the
bin center and the upper or the lower edge. The largest

deviation is taken as the systematic uncertainty. Examples
of further sources of systematic uncertainty investigated
include the mðKþπ−Þ line shape for the S-wave contribu-
tion, the assumption that the acceptance function is flat
across themðKþπ−Þmass, the effect of the Bþ → Kþμþμ−

veto on the angular distribution of the background and the
order of polynomial used for the background parametriza-
tion. These sources make a negligible contribution to the
total uncertainty. With respect to the analysis of Ref. [1],
the systematic uncertainty from residual differences
between data and simulation is significantly reduced,
owing to an improved decay model for B0 → J=ψK$0

decays [68].
The CP-averaged observables FL, AFB, S5, and P0

5 that
are obtained from the Si and Pð0Þ

i fits are shown together
with their respective SM predictions in Fig. 2. The results
for all observables are given in Figs. 1 and 2 and Tables 1
and 2 of Ref. [70]. In addition, the statistical correlation
between the observables is provided in Tables 4–23. The
SM predictions are based on the prescription of Ref. [44],
which combines light-cone sum rule calculations [43],
valid in the low-q2 region, with lattice determinations at
high q2 [71,72] to yield more precise determinations of the
form factors over the full q2 range. For the Pð0Þ

i observables,
predictions from Ref. [73] are shown using form factors
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FIG. 2. Results for the CP-averaged angular observables FL, AFB, S5, and P0
5 in bins of q2. The data are compared to SM predictions

based on the prescription of Refs. [43,44], with the exception of the P0
5 distribution, which is compared to SM predictions based on

Refs. [73,74].

PHYSICAL REVIEW LETTERS 125, 011802 (2020)

011802-5

With this procedure, the remaining observables are the K!

longitudinal polarization FL, the transverse polarization
asymmetry, Að2Þ

T ¼ 2S3=ð1 − FLÞ, and P0
4 or P

0
5. Two inde-

pendent maximum likelihood fits for each bin of q2 are
performed to the angular distributions to extract the P0

4;5
observables. The fits are performed using the data in
the signal region of Mbc of all decay channels and
separately for the electron and muon modes. The signal
(background) region is defined as Mbc≥5.27GeV=c2

(Mbc<5.27GeV=c2). For each measurement in q2, the
signal fraction is derived as a function of Mbc . The back-
ground angular distribution is described using the direct
product of kernel density template histograms [22] for ϕ, θl,
and θK , while the shape is predetermined from the Mbc
sideband. Acceptance and efficiency effects are accounted
for in the fit by weighting each event by the inverse of its
combined efficiency,which is derived from thedirect product
of the efficiencies in ϕ, θl, θK , and q2. The individual
reconstruction efficiency for each observable is obtained by
extracting the ratio between the reconstructed and generated
MC distributions.
All methods are tested and evaluated in pseudoexperi-

ments using MC samples for each measurement, and the
results are compared to the input values. Systematic
uncertainties are considered individually for all measure-
ments if they introduce an angular- or q2-dependent bias to
the distributions of signal or background candidates. Small
correlations between θl and q2 are not considered in the
treatment of the reconstruction efficiency. The deviation
between a fit based on generator truth and an MC sample
after detector simulation and reconstruction, reweighted
with efficiency corrections, is evaluated for a bias. The
difference between the two fits is taken as the systematic
uncertainty for the efficiency correction; this is the largest
systematic uncertainty, ranging up to 43.9% of the stat-
istical error with an average of 14.8% across all measure-
ments. Peaking backgrounds are estimated for each q2 bin
using MC. In total, fewer than six (one) such background
events are expected in the muon (electron) channels. The
impact of the peaking component is simulated by perform-
ing pseudoexperiments with MC samples for the signal and
the background according to the measured signal yields,
replacing six randomly selected events from the signal class

with events from simulated peaking background in each
measurement. The observed deviation from simulated
values is taken as the systematic uncertainty, which is,
on average, 2.1% of the statistical error. An error on the
background parametrization is estimated by repeating
all fits with an alternative background description using
third-order polynomials and taking the observed deviation
as the systematic error. Resulting uncertainties range up to

TABLE I. Fit results for P0
4 and P

0
5 for all decay channels and separately, for the electron and muon modes. The first uncertainties are

statistical and the second systematic.

q2 in GeV2=c2 P0
4 Pe

4
0 Pμ

4
0 P0

5 Pe
5
0 Pμ

5
0

[1.00, 6.00] −0.45þ0.23
−0.22 & 0.09 −0.72þ0.40

−0.39 & 0.06 −0.22þ0.35
−0.34 & 0.15 0.23þ0.21

−0.22 & 0.07 −0.22þ0.39
−0.41 & 0.03 0.43þ0.26

−0.28 & 0.10
[0.10, 4.00] 0.11þ0.32

−0.31 & 0.05 0.34þ0.41
−0.45 & 0.11 −0.38þ0.50

−0.48 & 0.12 0.47þ0.27
−0.28 & 0.05 0.51þ0.39

−0.46 & 0.09 0.42þ0.39
−0.39 & 0.14

[4.00, 8.00] −0.34þ0.18
−0.17 & 0.05 −0.52þ0.24

−0.22 & 0.03 −0.07þ0.32
−0.31 & 0.07 −0.30þ0.19

−0.19 & 0.09 −0.52þ0.28
−0.26 & 0.03 −0.03þ0.31
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−0.27 & 0.06 ' ' ' −0.40þ0.33
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−0.39 & 0.07 −0.51þ0.24

−0.22 & 0.01 −0.91þ0.36
−0.30 & 0.03 −0.13þ0.39
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FIG. 2. P0
4 and P

0
5 observables for combined electron and muon

modes. The SM predictions are provided by DHMV [9,23] and
lattice QCD [24] and displayed as boxes for the muon modes
only. The central values of the data points for the electron and
muon modes are shifted horizontally for better readability.
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QCD factorisation is used by DHMV and JC, where the latter focus on the impact

of long-distance corrections using a helicity amplitude approach. The CFFMPSV group

takes a different approach, using the QCD factorisation framework to perform compatibility

checks of the LHCb data with theoretical predictions. This approach also allows informa-

tion from a given experimentally measured parameter of interest to be excluded in order to

make a fit-based prediction of the expected value of that parameter from the rest of the data.
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6 Results
The events are fit in seven q

2 bins from 1 to 19 GeV2, yielding 1397 signal and 1794 background
events in total. As an example, distributions for two of these bins, along with the fit projections,
are shown in Fig. 2. The fitted values of the signal yields, P1, and P

0
5 are given in Table 2 for

the seven q
2 bins. The results for P1 and P

0
5 are shown in Fig. 3, along with those from the

LHCb [33] and Belle [34] experiments. The fitted values of A
5
S vary from �0.052 to +0.057.

Table 2: The measured signal yields, which include both correctly tagged and mistagged
events, the P1 and P

0
5 values, and the correlation coefficients, in bins of q

2, for B0 ! K⇤0µ+µ�

decays. The first uncertainty is statistical and the second is systematic. The bin ranges are
selected to allow comparison with previous measurements.

q
2 (GeV2) Signal yield P1 P

0
5 Correlations

1.00–2.00 80 ± 12 +0.12 +0.46
�0.47 ± 0.10 +0.10 +0.32

�0.31 ± 0.07 �0.0526
2.00–4.30 145 ± 16 �0.69 +0.58

�0.27 ± 0.23 �0.57 +0.34
�0.31 ± 0.18 �0.0452

4.30–6.00 119 ± 14 +0.53 +0.24
�0.33 ± 0.19 �0.96 +0.22

�0.21 ± 0.25 +0.4715
6.00–8.68 247 ± 21 �0.47 +0.27

�0.23 ± 0.15 �0.64 +0.15
�0.19 ± 0.13 +0.0761

10.09–12.86 354 ± 23 �0.53 +0.20
�0.14 ± 0.15 �0.69 +0.11

�0.14 ± 0.13 +0.6077
14.18–16.00 213 ± 17 �0.33 +0.24

�0.23 ± 0.20 �0.66 +0.13
�0.20 ± 0.18 +0.4188

16.00–19.00 239 ± 19 �0.53 ± 0.19 ± 0.16 �0.56 ± 0.12 ± 0.07 +0.4621
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Figure 3: CMS measurements of the (left) P1 and (right) P
0
5 angular parameters versus q

2 for
B0 ! K⇤0µ+µ� decays, in comparison to results from the LHCb [33] and Belle [34] Collabora-
tions. The statistical uncertainties are shown by the inner vertical bars, while the outer vertical
bars give the total uncertainties. The horizontal bars show the bin widths. The vertical shaded
regions correspond to the J/y and y0 resonances. The hatched region shows the prediction from
SM calculations described in the text, averaged over each q

2 bin.

A SM prediction, denoted SM-DHMV, is available for comparison with the measured angular
parameters. The SM-DHMV result, derived from Refs. [18, 25], updates the calculations from
Ref. [52] to account for the known correlation between the different form factors [53]. It also
combines predictions from light-cone sum rules, which are valid in the low-q2 region, with lat-
tice predictions at high q

2 [54] to obtain more precise determinations of the form factors over
the full q

2 range. The hadronic charm-quark loop contribution is obtained from Ref. [55]. A reli-
able theoretical prediction is not available near the J/y and y0 resonances. The SM prediction is
shown in comparison to the data in Fig. 3 and it is seen to be in agreement with the CMS results.
Thus, we do not obtain evidence for physics beyond the SM. Qualitatively, the CMS measure-
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36.5% of the statistical error with 8.5% on average. Finally,
an error on the signal parametrization is considered by
repeating the fit with the signal shape parameters adjusted
by !1σ, leading to systematic uncertainties of order 10−4.
Signal cross feed is evaluated for all signal decay channels
and found to be insignificant. The parametrization in
Eq. (1) does not include a possible S-wave contribution
under the K"ð892Þ mass region. With the expected fraction
of 5% [2,20], we estimate the S-wave contribution for
each measurement to be less than one event and the
resulting effects to be negligible. Statistically equal num-
bers of B and B̄ candidates in the signal window are found;

consequently, CP-asymmetric contributions to the mea-
sured CP-even parameters are neglected. The total system-
atic uncertainty is calculated as the sum in quadrature of the
individual values.
The result of all fits is presented in Table I and

displayed in Fig. 2, where it is compared to SM
predictions from Ref. [9], which is based on the soft
form-factor method of Ref. [23]. Predictions for the
14.18 GeV2=c2 < q2 < 19.00 GeV2=c2 bin are calcu-
lated using lattice QCD with QCD form factors from
Ref. [24]. The predictions include the lepton mass,
leading to minor corrections between the SM values
for the electron and muon modes. For the electron mode,
fits in the region 10.09 GeV2=c2 < q2 < 12.90 GeV2=c2

are excluded because it overlaps with the ψð2SÞ veto
range, leading to insufficient statistics for stable fit
results. In total, all measurements are compatible with
SM predictions. The strongest tension of 2.6σ (including
systematic uncertainty) is observed in P0

5 of the muon
modes for the region 4 GeV2=c2 < q2 < 8 GeV2=c2; this
is in the same region where LHCb reported the so-called
P0
5 anomaly [2,20]. In the same region, the electron

modes deviate by 1.3σ and all channels combined by
2.5σ (including systematic uncertainty). All measure-
ments are compatible between lepton flavors. The Q4;5
observables are presented in Table II and Fig. 3, where
no significant deviation from zero is discerned.
In conclusion, the first lepton-flavor-dependent angular

analysis measuring the observables P0
4 and P0

5 in the
B → K"lþl− decay is reported, and the observables
Q4;5 are shown for the first time. The results are compatible
with SM predictions, where the largest discrepancy is 2.6σ
in P0

5 for the muon channels.
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TABLE II. Results for the lepton-flavor-universality-violating
observables Q4 and Q5. The first uncertainty is statistical and the
second systematic.

q2 in GeV2=c2 Q4 Q5
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FIG. 3. Q4 and Q5 observables with SM and favored NP
“Scenario 1" from Ref. [9].
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Figure 6. Mbc (left), ∆E (middle), and O′ (right) projections of three-dimensional unbinned
extended maximum-likelihood fits to the data events that pass the selection criteria for B+ →
J/ψ(→ µ+µ−)K+ (top), and B+ → J/ψ(→ e+e−)K+ (bottom). The legends are the same as in
figure 1 and black dashed curve is [π+J/ψ] background.
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Figure 7. Signal-enhanced Mbc projection of three-dimensional unbinned extended maximum-
likelihood fits to the data events that pass the selection criteria for decays B+ → K+µ+e− (left),
B+ → K+µ−e+ (middle), and B0 → K0

Sµ
±e∓ (right). The legends are same as in figure 1.

estimated by varying the yield by ±1σ in the fit; the resulting variation in Nsig is less than
1%. The charmless B → Kπ+π− background fixed in the fit for the modes with muon
final states is varied within ±1σ in the fit, and the change in Nsig is assigned as system-
atic, which is 0.1-0.2%. The decay model systematic for B → K$+$− modes is evaluated
by comparing reconstruction efficiencies calculated from MC samples generated with dif-
ferent models [39, 40] and is 0.3 to 2.0% depending on the q2 bin. For the B → J/ψK

branching fraction, we have considered all the sources except for the contribution due to
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Figure 6. Mbc (left), ∆E (middle), and O′ (right) projections of three-dimensional unbinned
extended maximum-likelihood fits to the data events that pass the selection criteria for B+ →
J/ψ(→ µ+µ−)K+ (top), and B+ → J/ψ(→ e+e−)K+ (bottom). The legends are the same as in
figure 1 and black dashed curve is [π+J/ψ] background.
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Figure 7. Signal-enhanced Mbc projection of three-dimensional unbinned extended maximum-
likelihood fits to the data events that pass the selection criteria for decays B+ → K+µ+e− (left),
B+ → K+µ−e+ (middle), and B0 → K0

Sµ
±e∓ (right). The legends are same as in figure 1.

estimated by varying the yield by ±1σ in the fit; the resulting variation in Nsig is less than
1%. The charmless B → Kπ+π− background fixed in the fit for the modes with muon
final states is varied within ±1σ in the fit, and the change in Nsig is assigned as system-
atic, which is 0.1-0.2%. The decay model systematic for B → K$+$− modes is evaluated
by comparing reconstruction efficiencies calculated from MC samples generated with dif-
ferent models [39, 40] and is 0.3 to 2.0% depending on the q2 bin. For the B → J/ψK

branching fraction, we have considered all the sources except for the contribution due to
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B+ → J/ψ(→ μμ) K+

B+ → J/ψ(→ ee) K+

arXiv:1904.02440JHEP 03, 105 (2021)

ℬ(B+ → J/ψ K+) = (1.032 ± 0.025) × 10−3

ℬ(B0 → J/ψ K0) = (0.902 ± 0.028) × 10−3

Aside: most precise 
 in the 

world, just added to PDG 
ℬ(B → J/ψ K)

rK*
J/ψ =

ℬ [B → K* J/ψ(→μμ)]
ℬ [B → K* J/ψ(→ee)]

= 1.015 ± 0.045
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Figure 3. RK in bins of q2, for B+ → K+!+!− (top-left), B0 → K0
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TABLE I. Systematic uncertainties in RK⇤ for di↵erent q2 regions.

q2, GeV2/c4 Signal shape Peaking backgrounds Charmonium backgrounds e, µ e�ciency Classifier MC size Total

All modes

[0.045, 1.1] 0.025 0.026 0.001 0.027 0.030 0.006 0.054

[1.1, 6] 0.033 0.070 0.013 0.065 0.038 0.008 0.109

[0.1, 8] 0.002 0.054 0.051 0.058 0.024 0.005 0.098

[15, 19] 0.014 0.003 0.003 0.090 0.047 0.012 0.103

[0.045, ] 0.008 0.031 0.023 0.061 0.026 0.004 0.077

B0 modes

[0.045, 1.1] 0.005 0.049 0.001 0.024 0.112 0.007 0.125

[1.1, 6] 0.062 0.070 0.012 0.082 0.062 0.010 0.140

[0.1, 8] 0.019 0.033 0.018 0.058 0.049 0.006 0.087

[15, 19] 0.012 0.007 0.001 0.091 0.032 0.013 0.099

[0.045, ] 0.018 0.031 0.021 0.073 0.033 0.006 0.090

B+ modes

[0.045, 1.1] 0.060 0.006 0.000 0.033 0.060 0.013 0.092

[1.1, 6] 0.060 0.086 0.009 0.045 0.092 0.010 0.147

[0.1, 8] 0.040 0.048 0.107 0.060 0.023 0.010 0.140

[15, 19] 0.041 0.008 0.002 0.089 0.052 0.028 0.115

[0.045, ] 0.018 0.025 0.023 0.044 0.015 0.005 0.061

(a) (b)

(c)

FIG. 2. Results for RK⇤ compared to SM predictions from Refs. [26, 27]. The separate vertical error bars indicate the statistical

and total uncertainty.
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nificant di↵erences are found. In order to estimate the
resulting uncertainty, the ratio of B ! J/ K⇤ branch-
ing fractions between data and MC is obtained in bins of
the classifier output. The obtained ratio is propagated
as classifier output-dependent weights to candidates in
all fits to Mbc distributions, and changes in the result-
ing signal yields are taken as systematic uncertainties.
The statistical uncertainty of this reweighting procedure
is evaluated in simulations on signal MC samples, and
this adds 1-2% additional uncertainty. Further uncer-
tainties arise from limited MC statistics. E↵ects due to
migration of events between di↵erent q2 bins are studied
using MC events and found to be negligible. In the case
of results for the full region of q2 > 0.045 GeV2/c4, the
di↵erent veto regions for the electron and muon channels
need to be accounted for in the determination of recon-
struction e�ciency. This introduces model dependence
to our signal simulation, which uses form factors from
Ref. [23]. We estimate the systematic uncertainty due to
this model dependence using di↵erent signal MC samples
generated with form factors from QCD sum rules [24] and
quark models [25]. The maximum di↵erence in selection
e�ciency with respect to the nominal model, in each q2

region, is taken as our estimate for the size of this ef-
fect. This results on average in a di↵erence of 0.4± 2.4%
with a maximum of 6.5%, depending on the mode and q2

region. As discussed in the beginning, this uncertainty
only applies to the branching fractions not to the LFU
ratios. The systematic uncertainty for hadron identifica-
tion andK⇤ selection is covered in the uncertainty for the
top-level classifiers due to the multivariate selection ap-
proach. For the branching fraction measurements addi-
tional uncertainties from tracking (0.35% per track) and
the total number of BB̄ events in data are taken into ac-
count. The dominant uncertainty originates from lepton
identification, ranging between 5% and 10% depending
on the mode and q2 region, as also here a more conser-
vative estimation of uncertainty is performed to account
for residual correlations with the top-level classifiers.

In the range q2 > 0.045 GeV2/c4 we find 103.0+13.4
�12.7

(139.9+16.0
�15.4) events in the electron (muon) channels. Ex-

ample fits are presented in Fig. 1. Using the fitted signal
yields we construct the LFU ratio RK⇤ for all signal chan-
nels combined, as well as separate ratios for the B0 and
B+ decays, RK⇤0 and RK⇤+ . Our measurement of RK⇤+

is the first ever performed. Results are shown in Table II
and Fig. 2. The branching fractions are calculated as-
suming equal production of B+ and B0 mesons and the
results are presented in Table III.

In summary, all our results are consistent with the SM
expectations [26, 27]. Global analyses of measurements
of b ! s`+`� mediated decays prefer NP models that
predict RK⇤ values smaller than unity [27]. The largest
deviation along this direction is observed in the lowest q2

bin, in the same region where LHCb reports a measure-
ment deviating from the SM [4]. Our separate results
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2/c4. Combinatorial

(dashed blue), signal (red filled), charmonium (dashed green),

peaking (purple dotted), and total (solid) fit distributions are

superimposed on data (points with error bars).

for the B-meson isospin partners, RK⇤+ and RK⇤0 , are
statistically compatible, which would also be expected if
contributions from NP arise from the b ! s`+`� tran-
sition. The Belle II experiment [28, 29] is expected to
record a 50 times larger data sample than Belle, pro-
viding ideal conditions to precisely study lepton flavour
universality in these modes.
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B+ decays, RK⇤0 and RK⇤+ . Our measurement of RK⇤+

is the first ever performed. Results are shown in Table II
and Fig. 2. The branching fractions are calculated as-
suming equal production of B+ and B0 mesons and the
results are presented in Table III.

In summary, all our results are consistent with the SM
expectations [26, 27]. Global analyses of measurements
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statistically compatible, which would also be expected if
contributions from NP arise from the b ! s`+`� tran-
sition. The Belle II experiment [28, 29] is expected to
record a 50 times larger data sample than Belle, pro-
viding ideal conditions to precisely study lepton flavour
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Figure 1. Signal-enhancedMbc (left), ∆E (middle), andO′ (right) projections of three-dimensional
unbinned extended maximum-likelihood fits to the data events that pass the selection criteria for
B+ → K+µ+µ− (top), and B+ → K+e+e− (bottom). Points with error bars are the data; blue solid
curves are the fitted results for the signal-plus-background hypothesis; red dashed curves denote
the signal component; cyan long dashed, green dash-dotted, and black dashed curves represent
continuum, BB̄ background, and B → charmless decays, respectively.

listed in table 2. These samples serve as calibration modes for the PDF shapes used
as well as to calibrate the efficiency of O > Omin requirement for possible difference
between data and simulation. These are also used to verify that there is no bias for
some of the key observables. For example, we obtain RK(J/ψ) = 0.994 ± 0.011 ± 0.010
and 0.993 ± 0.015 ± 0.010 for B+ → J/ψK+ and B0 → J/ψK0

S , respectively. Similarly,
AI(B → J/ψK) is −0.002± 0.006± 0.014.
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Figure 1. Signal-enhancedMbc (left), ∆E (middle), andO′ (right) projections of three-dimensional
unbinned extended maximum-likelihood fits to the data events that pass the selection criteria for
B+ → K+µ+µ− (top), and B+ → K+e+e− (bottom). Points with error bars are the data; blue solid
curves are the fitted results for the signal-plus-background hypothesis; red dashed curves denote
the signal component; cyan long dashed, green dash-dotted, and black dashed curves represent
continuum, BB̄ background, and B → charmless decays, respectively.

listed in table 2. These samples serve as calibration modes for the PDF shapes used
as well as to calibrate the efficiency of O > Omin requirement for possible difference
between data and simulation. These are also used to verify that there is no bias for
some of the key observables. For example, we obtain RK(J/ψ) = 0.994 ± 0.011 ± 0.010
and 0.993 ± 0.015 ± 0.010 for B+ → J/ψK+ and B0 → J/ψK0

S , respectively. Similarly,
AI(B → J/ψK) is −0.002± 0.006± 0.014.
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Electrons
• Triggered on large energy deposit on calorimeter

• Electron ID based on calorimetric information

• Selection is a factor ~3 less efficient than muons

• Boosted b-hadrons from LHC collision: most electron 
emit hard bremsstrahlung 
photon

‣ momentum resolution 
heavily affected.  

10
Martino Borsato - Heidelberg U.
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m(Kº``) [GeV/c2]
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1.0 B ! J/√(ee)K§

B ! J/√(µµ)K§

e+e− at LHCb: Bremsstrahlung
๏ Boosted B from LHC collision
• Most electrons emit hard 

bremsstrahlung photon
• If emitted before the magnet it 

affects the momentum measurement 

๏ Brem-recovery algorithm searches 
for compatible deposits in the 
calorimeter
• Recovery efficiency is limited 

(but well reproduced in simulation)
• ECAL resolution is worse than 

spectrometer (1-2% vs 0.5%)

20
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Figure 34: Distribution for the ECAL of E/pc for electrons (red) and hadrons (blue), as obtained
from the first 340 pb�1 recorded in 2011.
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Figure 35: Electron identification e�ciency versus misidentification rate.

48

e±

h±
Electron Bremsstrahlung

Electrons lose a large fraction of their energy through Bremsstrahlung radiation

Bremsstrahlung recovery procedure to improve momentum measurement for
electrons
! Look for photon clusters in the calorimeter (ET > 75MeV) compatible with
electron direction before magnet

P. Álvarez Cartelle (Imperial College London) LFU in B+ ! K+`+`� 16/43

16/40

Int.J.Mod.Phys. A 30, 1530022 (2015) 

Missed upstream 
bremsstrahlung 

The Bremsstrahlung issues [arXiv:1705.05802]

I Electrons are more di�cult than muons due to Bremsstrahlung

I Resolution is degraded by the energy loss

B Only a part of the Bremsstrahlung photons can been recovered
(Calorimeter acceptance, �ET

> 75 MeV)

Samuel Coquereau FPCP 2017 5th June 2017 15 / 32

Algorithm to recover 
upstream bremsstrahlung  
when Eγ > 75 MeV

Downstream 
bremsstrahlung follows 
the track: easy to find

Measurement Strategy

RK =
B(B+ ! K+µ+µ�)

B(B+ ! K+J/ (µ+µ�))

�
B(B+ ! K+e+e�)

B(B+ ! K+J/ (e+e�))
=

Nrare
µ+µ�"

J/ 
µ+µ�

NJ/ 
µ+µ�"

rare
µ+µ�

⇥
NJ/ 

e+e�
"rare
e+e�

Nrare
e+e�

"
J/ 
e+e�

! RK is measured as a double ratio to cancel out most systematics

⌘ Rare and J/ modes share identical selections

apart from cut on q2

⌘ Yields determined from a fit to the invariant

mass of the final state particles

⌘ Efficiencies computed using simulation that is

calibrated with control channels in data

d�

dq2

q2[4m(`)2
]

B+
! K+ (2S)(`+`�)

B+
! K+J/ (1S)(`+`�)

B+
! K+`+`�

R

(q2 ⌘ dilepton invariant mass squared)

K.A. Petridis (UoB) Test of LFU at LHCb March 2021 10 / 20

Unofficial from M. Borsato

Electrons have worse mass resolution 
and are more difficult to trigger on

Fresh!
JHEP 08, 055 (2017) arXiv 2103.11769

Measurements of  (3 fb-1) and  (9 fb-1) 
At LHCb, electrons are major challenge 

Use double ratio with 

𝓡K*0 𝓡K+

B → K(*) J/ψ(→ ℓℓ)

https://arxiv.org/abs/1705.05802
https://arxiv.org/abs/2103.11769
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LFU  at LHCb: bkgs & signal shapeℛK(*)

Backgrounds reduced with  
➡ Tight PID 
➡ Vetoes on invariant masses, eg  
➡ Multivariate classifiers 

Combinatorial and partially-reco bkgs free in fit 

 contamination from 
resonant fit 

Signal shapes taken from simulation 
➡ Small corrections obtained from clean 

m(K+e) > m(D0)

B → K(*) J/ψ(→ℓℓ )

B → K(*) J/ψ(→ ℓℓ)
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Figure 7. Fit to the m(K+π−e+e−) invariant mass of (top) B0→ K∗0e+e− in the low- and
central-q2 bins and (bottom) B0→ K∗0J/ψ (→ e+e−) candidates. The dashed line is the signal
PDF, the shaded shapes are the background PDFs and the solid line is the total PDF. The fit
residuals normalised to the data uncertainty are shown at the bottom of each distribution.

trigger requirements and the full set of kinematic, PID and background rejection require-

ments. All efficiencies are determined using simulation that is tuned to data, as described in

section 4, and account for bin migration in q2 due to resolution, FSR and bremsstrahlung

in the detector. The net bin migration amounts to about 1% and 5% in the low- and

central-q2 regions, respectively.

The efficiency ratios between the nonresonant and the resonant modes,

ε!+!−/εJ/ψ (!+!−), which directly enter in the RK∗0 measurement, are reported in table 3.

Besides a dependence on the kinematics, the difference between the ratios in the two q2

regions is almost entirely due to the different requirement on the neural-network classifier.

The relative fraction of the electron trigger categories is checked using simulation to de-

pend on q2 as expected: the fraction of L0E decreases when decreasing in q2, while L0H

increases; on the other hand, the fraction of L0I only mildly depends on q2.

9 Cross-checks

A large number of cross-checks were performed before unblinding the result. The control

of the absolute scale of the efficiencies is tested by measuring the ratio of the branching

fractions of the muon and electron resonant channels

rJ/ψ =
B(B0→ K∗0J/ψ (→ µ+µ−))

B(B0→ K∗0J/ψ (→ e+e−))
,
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B0 → K*0 J/ψ(→ee)
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Figure 7. Fit to the m(K+π−e+e−) invariant mass of (top) B0→ K∗0e+e− in the low- and
central-q2 bins and (bottom) B0→ K∗0J/ψ (→ e+e−) candidates. The dashed line is the signal
PDF, the shaded shapes are the background PDFs and the solid line is the total PDF. The fit
residuals normalised to the data uncertainty are shown at the bottom of each distribution.

trigger requirements and the full set of kinematic, PID and background rejection require-

ments. All efficiencies are determined using simulation that is tuned to data, as described in

section 4, and account for bin migration in q2 due to resolution, FSR and bremsstrahlung

in the detector. The net bin migration amounts to about 1% and 5% in the low- and

central-q2 regions, respectively.

The efficiency ratios between the nonresonant and the resonant modes,

ε!+!−/εJ/ψ (!+!−), which directly enter in the RK∗0 measurement, are reported in table 3.

Besides a dependence on the kinematics, the difference between the ratios in the two q2

regions is almost entirely due to the different requirement on the neural-network classifier.

The relative fraction of the electron trigger categories is checked using simulation to de-

pend on q2 as expected: the fraction of L0E decreases when decreasing in q2, while L0H

increases; on the other hand, the fraction of L0I only mildly depends on q2.

9 Cross-checks

A large number of cross-checks were performed before unblinding the result. The control

of the absolute scale of the efficiencies is tested by measuring the ratio of the branching

fractions of the muon and electron resonant channels

rJ/ψ =
B(B0→ K∗0J/ψ (→ µ+µ−))

B(B0→ K∗0J/ψ (→ e+e−))
,
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Figure 2: Candidate invariant mass distributions. Distribution of the invariant mass
m(J/ )(K

+`+`�) for candidates with (left) electron and (right) muon pairs in the final state for the
(top) nonresonant B+

! K+`+`� signal channels and (bottom) resonant B+
! J/ (! `+`�)K+

decays. The fit projection is superimposed. In the resonant-mode distributions, some fit
components are too small to be visible.

statistical and systematic uncertainty is then determined by scanning the profile-likelihood
and the statistical contribution to the uncertainty is isolated by repeating the scan with
the e�ciencies fixed to their fitted values.

The determination of the rJ/ ratio requires control of the relative selection e�ciencies
for the resonant electron and muon modes, and does not therefore benefit from the
cancellation of systematic e↵ects in the double ratio used to measure RK . Given the scale
of the corrections required, comparison of rJ/ with unity is a stringent cross check of
the experimental procedure. In addition, if the simulation is correctly calibrated, the
measured rJ/ value will not depend on any variable. This ratio is therefore also computed
as a function of di↵erent kinematic variables that are chosen to provide overlap with the
spectra of the nonresonant decays. Although the range of q2 di↵ers between resonant
and nonresonant decays, the e�ciency depends on laboratory-frame variables such as the
momenta of the final-state particles, or the opening angle between the two leptons, rather
than directly on q

2. A given set of values for the final-state particles’ momenta and angles
in the B

+ rest frame will result in a distribution of such values when transformed to the
laboratory frame. As a result, there is significant overlap between the nonresonant and
resonant samples in the relevant distributions, even if they are mutually exclusive as a
function of q2.

The value of rJ/ is measured to be 0.981± 0.020, where the uncertainty includes both
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Figure 2: Candidate invariant mass distributions. Distribution of the invariant mass
m(J/ )(K

+`+`�) for candidates with (left) electron and (right) muon pairs in the final state for the
(top) nonresonant B+

! K+`+`� signal channels and (bottom) resonant B+
! J/ (! `+`�)K+

decays. The fit projection is superimposed. In the resonant-mode distributions, some fit
components are too small to be visible.

statistical and systematic uncertainty is then determined by scanning the profile-likelihood
and the statistical contribution to the uncertainty is isolated by repeating the scan with
the e�ciencies fixed to their fitted values.

The determination of the rJ/ ratio requires control of the relative selection e�ciencies
for the resonant electron and muon modes, and does not therefore benefit from the
cancellation of systematic e↵ects in the double ratio used to measure RK . Given the scale
of the corrections required, comparison of rJ/ with unity is a stringent cross check of
the experimental procedure. In addition, if the simulation is correctly calibrated, the
measured rJ/ value will not depend on any variable. This ratio is therefore also computed
as a function of di↵erent kinematic variables that are chosen to provide overlap with the
spectra of the nonresonant decays. Although the range of q2 di↵ers between resonant
and nonresonant decays, the e�ciency depends on laboratory-frame variables such as the
momenta of the final-state particles, or the opening angle between the two leptons, rather
than directly on q

2. A given set of values for the final-state particles’ momenta and angles
in the B

+ rest frame will result in a distribution of such values when transformed to the
laboratory frame. As a result, there is significant overlap between the nonresonant and
resonant samples in the relevant distributions, even if they are mutually exclusive as a
function of q2.

The value of rJ/ is measured to be 0.981± 0.020, where the uncertainty includes both

5

K+ J/ψ(→μμ) K+ J/ψ(→ee)

rK
J/ψ = 0.981 ± 0.020

Apply J/Ψ mass constraint, 
but check without as well
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Figure 7. Fit to the m(K+π−e+e−) invariant mass of (top) B0→ K∗0e+e− in the low- and
central-q2 bins and (bottom) B0→ K∗0J/ψ (→ e+e−) candidates. The dashed line is the signal
PDF, the shaded shapes are the background PDFs and the solid line is the total PDF. The fit
residuals normalised to the data uncertainty are shown at the bottom of each distribution.

trigger requirements and the full set of kinematic, PID and background rejection require-

ments. All efficiencies are determined using simulation that is tuned to data, as described in

section 4, and account for bin migration in q2 due to resolution, FSR and bremsstrahlung

in the detector. The net bin migration amounts to about 1% and 5% in the low- and

central-q2 regions, respectively.

The efficiency ratios between the nonresonant and the resonant modes,

ε!+!−/εJ/ψ (!+!−), which directly enter in the RK∗0 measurement, are reported in table 3.

Besides a dependence on the kinematics, the difference between the ratios in the two q2

regions is almost entirely due to the different requirement on the neural-network classifier.

The relative fraction of the electron trigger categories is checked using simulation to de-

pend on q2 as expected: the fraction of L0E decreases when decreasing in q2, while L0H

increases; on the other hand, the fraction of L0I only mildly depends on q2.

9 Cross-checks

A large number of cross-checks were performed before unblinding the result. The control

of the absolute scale of the efficiencies is tested by measuring the ratio of the branching

fractions of the muon and electron resonant channels

rJ/ψ =
B(B0→ K∗0J/ψ (→ µ+µ−))

B(B0→ K∗0J/ψ (→ e+e−))
,

– 14 –

J
H
E
P
0
8
(
2
0
1
7
)
0
5
5

2 c
C

an
d
id

at
es

 p
er

 1
0
 M

eV
/

10

20

30

40

50

60

70

80

90
LHCb

−µ+µ
0*K→

0B

Combinatorial

]4c/2<1.1 [GeV2q0.045<

]2c) [MeV/−µ+µ−π+K(m

5200 5400 5600 5800

P
u

ll
s

5−

0
55

2 c
C

an
d
id

at
es

 p
er

 1
0
 M

eV
/

10

20

30

40

50

60

70

80
LHCb

−µ+µ
0*K→

0B

Combinatorial

]4c/2<6.0 [GeV2q1.1<

]2c) [MeV/−µ+µ−π+K(m

5200 5400 5600 5800

P
u

ll
s

5−

0
55

2 c
C

an
d
id

at
es

 p
er

 1
0
 M

eV
/

10

20

30

40

50

60

310×

LHCb
ψ/J0*K→0B

Combinatorial
ψ/Jp+K→0

bΛ
ψ/J0*K→0

sB

]2c) [MeV/−µ+µ−π+K(m
5200 5400 5600 5800

P
u

ll
s

5−
0
55

Figure 6. Fit to the m(K+π−µ+µ−) invariant mass of (top) B0→ K∗0µ+µ− in the low- and
central-q2 bins and (bottom) B0→ K∗0J/ψ (→ µ+µ−) candidates. The dashed line is the signal
PDF, the shaded shapes are the background PDFs and the solid line is the total PDF. The fit
residuals normalised to the data uncertainty are shown at the bottom of each distribution.

B0→ K∗0#+#−
B0→ K∗0J/ψ (→ #+#−)

low-q2 central-q2

µ+µ− 285 + 18
− 18 353 + 21

− 21 274416 + 602
− 654

e+e− (L0E) 55 + 9
− 8 67 + 10

− 10 43468 + 222
− 221

e+e− (L0H) 13 + 5
− 5 19 + 6

− 5 3388 + 62
− 61

e+e− (L0I) 21 + 5
− 4 25 + 7

− 6 11505 + 115
− 114

Table 2. Yields obtained from the mass fits to the muon and electron (in the three trigger cate-
gories) channels. The uncertainties are statistical only.

mode shows an imperfect description of the combinatorial background at high mass values,

although the effect on the signal yield is negligible. The resulting yields are listed in table 2.

8 Efficiencies

The efficiency for selecting each decay mode is defined as the product of the efficiencies of

the geometrical acceptance of the detector, the complete reconstruction of all tracks, the
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K*0 J/ψ(→ee)K*0 J/ψ(→μμ)

rK*
J/ψ = 1.043 ± 0.045

JHEP 08, 055 (2017)
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Figure 9: Di↵erential rJ/ measurement. (Top) distributions of the reconstructed spectra of
(left) the angle between the leptons, and (right) the minimum pT of the leptons. (Bottom) the
single ratio rJ/ relative to its average value

⌦
rJ/ 

↵
as a function of these variables. In the

electron minimum pT spectra, the structure at 2800MeV/c is related to the trigger threshold.

other reconstructed quantities examined are compatible with the systematic uncertainties
assigned. In addition, rJ/ is computed in two-dimensional intervals of reconstructed
quantities, as shown in Fig. 10. Again, no significant trend is seen.

Systematic uncertainties

The majority of the sources of systematic uncertainty a↵ect the relative e�ciencies between
nonresonant and resonant decays. These are included in the fit to RK by allowing the
relative e�ciency to vary within Gaussian constraints. The width of the constraint
is determined by adding the contributions from the di↵erent sources in quadrature.
Correlations in the systematic uncertainties between di↵erent trigger categories and run
periods are taken into account. Systematic uncertainties a↵ecting the determination of
the signal yield are assessed using pseudoexperiments generated with variations of the fit
model. Pseudoexperiments are also used to assess the degree of bias originating from the
fitting procedure. The bias is found to be 1% of the statistical precision, i.e. negligible
with respect to other sources of systematic uncertainty.

For the nonresonant B+
! K

+
e
+
e
� decays, the systematic uncertainties are dominated

by the modelling of the signal and background components used in the fit. The e↵ect is at
the 1% level. A significant proportion (0.7%) of this uncertainty comes from the limited
knowledge of the K⇡ spectrum in B

(0,+)
! K

+
⇡
(�,0)

e
+
e
� decays. In addition, a 0.2%

17

Also in bins of lab angle, pT

https://arxiv.org/abs/2103.11769
https://arxiv.org/abs/1705.05802
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Figure 6. Fit to the m(K+π−µ+µ−) invariant mass of (top) B0→ K∗0µ+µ− in the low- and
central-q2 bins and (bottom) B0→ K∗0J/ψ (→ µ+µ−) candidates. The dashed line is the signal
PDF, the shaded shapes are the background PDFs and the solid line is the total PDF. The fit
residuals normalised to the data uncertainty are shown at the bottom of each distribution.

B0→ K∗0#+#−
B0→ K∗0J/ψ (→ #+#−)

low-q2 central-q2

µ+µ− 285 + 18
− 18 353 + 21

− 21 274416 + 602
− 654

e+e− (L0E) 55 + 9
− 8 67 + 10

− 10 43468 + 222
− 221

e+e− (L0H) 13 + 5
− 5 19 + 6

− 5 3388 + 62
− 61

e+e− (L0I) 21 + 5
− 4 25 + 7

− 6 11505 + 115
− 114

Table 2. Yields obtained from the mass fits to the muon and electron (in the three trigger cate-
gories) channels. The uncertainties are statistical only.

mode shows an imperfect description of the combinatorial background at high mass values,

although the effect on the signal yield is negligible. The resulting yields are listed in table 2.

8 Efficiencies

The efficiency for selecting each decay mode is defined as the product of the efficiencies of

the geometrical acceptance of the detector, the complete reconstruction of all tracks, the
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Figure 7. Fit to the m(K+π−e+e−) invariant mass of (top) B0→ K∗0e+e− in the low- and
central-q2 bins and (bottom) B0→ K∗0J/ψ (→ e+e−) candidates. The dashed line is the signal
PDF, the shaded shapes are the background PDFs and the solid line is the total PDF. The fit
residuals normalised to the data uncertainty are shown at the bottom of each distribution.

trigger requirements and the full set of kinematic, PID and background rejection require-

ments. All efficiencies are determined using simulation that is tuned to data, as described in

section 4, and account for bin migration in q2 due to resolution, FSR and bremsstrahlung

in the detector. The net bin migration amounts to about 1% and 5% in the low- and

central-q2 regions, respectively.

The efficiency ratios between the nonresonant and the resonant modes,

ε!+!−/εJ/ψ (!+!−), which directly enter in the RK∗0 measurement, are reported in table 3.

Besides a dependence on the kinematics, the difference between the ratios in the two q2

regions is almost entirely due to the different requirement on the neural-network classifier.

The relative fraction of the electron trigger categories is checked using simulation to de-

pend on q2 as expected: the fraction of L0E decreases when decreasing in q2, while L0H

increases; on the other hand, the fraction of L0I only mildly depends on q2.

9 Cross-checks

A large number of cross-checks were performed before unblinding the result. The control

of the absolute scale of the efficiencies is tested by measuring the ratio of the branching

fractions of the muon and electron resonant channels

rJ/ψ =
B(B0→ K∗0J/ψ (→ µ+µ−))

B(B0→ K∗0J/ψ (→ e+e−))
,
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Figure 2: Candidate invariant mass distributions. Distribution of the invariant mass
m(J/ )(K

+`+`�) for candidates with (left) electron and (right) muon pairs in the final state for the
(top) nonresonant B+

! K+`+`� signal channels and (bottom) resonant B+
! J/ (! `+`�)K+

decays. The fit projection is superimposed. In the resonant-mode distributions, some fit
components are too small to be visible.

statistical and systematic uncertainty is then determined by scanning the profile-likelihood
and the statistical contribution to the uncertainty is isolated by repeating the scan with
the e�ciencies fixed to their fitted values.

The determination of the rJ/ ratio requires control of the relative selection e�ciencies
for the resonant electron and muon modes, and does not therefore benefit from the
cancellation of systematic e↵ects in the double ratio used to measure RK . Given the scale
of the corrections required, comparison of rJ/ with unity is a stringent cross check of
the experimental procedure. In addition, if the simulation is correctly calibrated, the
measured rJ/ value will not depend on any variable. This ratio is therefore also computed
as a function of di↵erent kinematic variables that are chosen to provide overlap with the
spectra of the nonresonant decays. Although the range of q2 di↵ers between resonant
and nonresonant decays, the e�ciency depends on laboratory-frame variables such as the
momenta of the final-state particles, or the opening angle between the two leptons, rather
than directly on q

2. A given set of values for the final-state particles’ momenta and angles
in the B

+ rest frame will result in a distribution of such values when transformed to the
laboratory frame. As a result, there is significant overlap between the nonresonant and
resonant samples in the relevant distributions, even if they are mutually exclusive as a
function of q2.

The value of rJ/ is measured to be 0.981± 0.020, where the uncertainty includes both
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m(J/ )(K

+`+`�) for candidates with (left) electron and (right) muon pairs in the final state for the
(top) nonresonant B+

! K+`+`� signal channels and (bottom) resonant B+
! J/ (! `+`�)K+

decays. The fit projection is superimposed. In the resonant-mode distributions, some fit
components are too small to be visible.

statistical and systematic uncertainty is then determined by scanning the profile-likelihood
and the statistical contribution to the uncertainty is isolated by repeating the scan with
the e�ciencies fixed to their fitted values.

The determination of the rJ/ ratio requires control of the relative selection e�ciencies
for the resonant electron and muon modes, and does not therefore benefit from the
cancellation of systematic e↵ects in the double ratio used to measure RK . Given the scale
of the corrections required, comparison of rJ/ with unity is a stringent cross check of
the experimental procedure. In addition, if the simulation is correctly calibrated, the
measured rJ/ value will not depend on any variable. This ratio is therefore also computed
as a function of di↵erent kinematic variables that are chosen to provide overlap with the
spectra of the nonresonant decays. Although the range of q2 di↵ers between resonant
and nonresonant decays, the e�ciency depends on laboratory-frame variables such as the
momenta of the final-state particles, or the opening angle between the two leptons, rather
than directly on q

2. A given set of values for the final-state particles’ momenta and angles
in the B

+ rest frame will result in a distribution of such values when transformed to the
laboratory frame. As a result, there is significant overlap between the nonresonant and
resonant samples in the relevant distributions, even if they are mutually exclusive as a
function of q2.

The value of rJ/ is measured to be 0.981± 0.020, where the uncertainty includes both
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Conclusions

 transitions are excellent probes of NP 
➡ Large  samples at LHC are key 
➡ B-factories measurements very important too 

Rates involving muons seem                 
systematically low 

➡ Individual 2-3σ results, but global fit to clean              
observables over 4σ significance deviation 

Exciting times ahead 
➡ LHC still analyzing Runs 1+2 data 
➡ Run 3 to start next year with 5x inst. lumi at LHCb 
➡ Belle II will increase B-factories dataset by 50x 
➡ HL-LHC will increase current dataset by 100x

b → sℓ+ℓ−

bb̄
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2. Angular analyses

B0 ! K ⇤0µ+µ�
angular analysis

⌘ Rich amplitude structure ! 8 observables

The B0 ! K �0(K+��)µ+µ� decay

⌘ The decay probability and angular distribution of decay products described
by 3 angles and the dimuon mass squared (q2)

Observables from the angular distribtion
For B0 � K�(892)0(� K±��)µ+µ� decays...

� P ! V V � (pseudoscalar to vector-vector)
� Vector K⇤(892) =� angular distribution, as well as rate, is interesting

B0

K* 0

K+

π - μ -

μ+

θK
θℓ

φ

� 3 angles, and q2

˘
�K , �`, �, q2¯

� Angular distribution �! Sets of observables:
˘
FL, AFB, A2

T, S9

¯ {P �
4, P �

5, P �
6, P �

8}

� ...Clever ratios of angular terms

S.Cunliffe (Imperial) FFP14 Angular analysis of B0 � K�0µ+µ� 13/21

⌘ Correctly determining which is the kaon
and which is the pion is critical to this
measurement

⌘ The decay of a B0 to a vector K⇤0 particle offers large number of
experimental observables by analysing distribution of the final state decay
products

! 8 experimental observables
! Sensitive to the effect of new particles entering the loop
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In the �2 fit, the correlations between the di�erent observables are taken into account.
The floating parameters are Re(C9) and a number of nuisance parameters associated with
the form factors, CKM elements and possible sub-leading corrections to the amplitudes.
The sub-leading corrections to the amplitudes are expected to be suppressed by the size of
the b-quark mass relative to the typical energy scale of QCD. The nuisance parameters are
treated according to the prescription of Ref. [11] and are included in the fit with Gaussian
constraints. In the �2 minimisation procedure, the value of each observable (as derived
from a particular choice of the theory parameters) is compared to the measured value.
Depending on the sign of the di�erence between these values, either the lower or upper
(asymmetric) uncertainty on the measurement is used to compute the �2.

The minimum �2 corresponds to a value of Re(C9) shifted by �Re(C9) = �1.04 ± 0.25
from the SM central value of Re(C9) = 4.27 [11] (see Fig. 14). From the di�erence in �2

between the SM point and this best-fit point, the significance of this shift corresponds to
3.4 standard deviations. As discussed in the literature [9–12,14–21], a shift in C9 could be
caused by a contribution from a new vector particle or could result from an unexpectedly
large hadronic e�ect.

If a fit is instead performed to the CP -averaged observables from the moment analysis
in the same q2 ranges, then �Re(C9) = �0.68 ± 0.35 is obtained. As expected, the
uncertainty on �Re(C9) is larger than that from the likelihood fit. Taking into account the
correlations between the two methods, the values of �Re(C9) are statistically compatible.

)9C(Re
3 3.5 4 4.5

2
χ

Δ

0

5

10

15

LHCb

SM

Figure 14: The ��2 distribution for the real part of the generalised vector-coupling strength, C9.
This is determined from a fit to the results of the maximum likelihood fit of the CP -averaged
observables. The SM central value is Re(CSM

9 ) = 4.27 [11]. The best fit point is found to be at
�Re(C9) = �1.04 ± 0.25.
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□ ATLAS-CONF-2017-023
○ CMS-PAS-BPH-15-008

⌘ Angular distribution at 3.4� tension with SM

! Anomalous vector-dilepton coupling

⌘ Update with Run2 is in process.

⌘ With LHCb Upgrade II 400,000 fully

reconstructed B0
! K⇤0µ+µ�

candidates are

expected.

⇤ Precise determination of angular

observables in narrow bins or in an

unbinned approach.

Gabriela Pomery (UoB) b ! s(d)`` results from LHCb 17th September 2018 8 / 21

+ P5' + Br's

using the expressions of the di↵erential rates and form factors from Refs. [70–73]:

RK([1.1� 6]) ⇡ 1.00 + 0.24(Re�C
µ

9 � Re�C
µ

10) + 0.029(|�C
µ

9 |
2 + |�C

µ

10|
2),

RK⇤([0.045� 1.1]) ⇡ 0.93 + 0.057Re�C
µ

9 � 0.10Re�C
µ

10 + 0.012(|�C
µ

9 |
2 + |�C

µ

10|
2),

RK⇤([1.1� 6]) ⇡ 1.00 + 0.21Re�C
µ

9 � 0.29Re�C
µ

10 + 0.035(|�C
µ

9 |
2 + |�C

µ

10|
2),

RK⇤([15� 19]) ⇡ 1.00 + 0.24Re�C
µ

9 � 0.25Re�C
µ

10 + 0.030(|�C
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9 |
2 + |�C

µ

10|
2),

Br(B0
s
! µ

+
µ
�)

Br(B0
s
! µ+µ�)SM

⇡

�����1 +
�C

µ

10

C
µ

10, e↵

�����

2

, (37)

where Cµ

10, e↵ = �4.103 [70] describes the short-distance SM contribution. These are in good
agreement with the numerical expressions of Ref. [17]. In the above expression we fixed
the central value for the coe�cients of the form factor parametrization. For B

0
s
! µµ we

combine the LHCb [9] and ATLAS [10] measurements assuming Gaussian distributions, and
as the SM prediction we take Br(B0

s
! µµ)SM = (3.65± 0.23)⇥ 10�10 [43].

We perform a simple �
2 fit of these observables for a set of assumptions on the NP

coe�cients, the results are shown in Fig. 8. In the top-left panel we show a comparison with
the fit performed with or without the latest results presented at the Rencontres du Moriond
2019 conference, in the (Re�C

µ

9 ,Re�C
µ

10) plane. We are particularly interested in the case
where the NP coe�cients has a non-vanishing complex phase. Our results, when removing
the latest results presented at Moriond 2019, are in good agreement with Ref. [74], which
also shows a fit including imaginary parts for the NP coe�cients.

The lower-right panel of Fig. 8 shows the fit in the parametrization of the left-left operator
we mostly focus on in this work:

Le↵ �
e
i↵bs

⇤2
bs

(s̄L�
µ
bL)(µ̄L�µµL) + h.c. , (38)

which is related to the standard parametrization by

e
i↵bs

⇤2
bs

=
GF↵
p
2⇡

VtbV
⇤
ts
(�C

µ

9 ��C
µ

10) . (39)

The result of the fit in this parametrization can be seen in the bottom-right panel of Fig. 8.
The best-fit point is found for ⇤bs ⇡ 31.6 TeV and ↵bs = 0.67. Assuming ↵bs = 0 the best-fit
shifts to ⇤bs ⇡ 38.5 TeV, corresponding to �C

µ

9 = ��C
µ

10 ⇡ �0.40. We also note that the
di↵erence in �

2 between these two points is completely negligible. Indeed, the fit presents
an approximate flat direction in ↵bs for approximately |↵bs| . ⇡/4.

In case of the vector solution, �C
µ

9 , the best-fit point assuming vanishing imaginary part
is found for �C

µ

9 = �0.82.
Lastly, a short comment is in order regarding the precision of this fit. It is well known

that the cancellation of uncertainties in the ratios which define the clean observables is a
feature that happens only for the SM point. When considering non-vanishing NP coe�cients,
the uncertainties in the knowledge of the form factors become relevant. A precise fit should
therefore include also these uncertainties and marginalise over the relevant parameters, this
is however beyond the purpose of this work. Comparing the top-left panel in Fig. 8 with the
analogous result of Ref. [17] we check that our results are in good enough agreement with a
more complete fit.
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(if αbs=0)   ΛR(K) ~ 35 TeV
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if  c = 1      →   ΛR(D) ~ 4.5 TeV

ΛR(K)  ≫  ΛR(D)

Coupling to μ ≪ Coupling to τ
i.e.

Coupling to LH fields required

1)

2)

Takeaway:

See Algueró’s talk for details on the fits
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ℛ[0.1, 6]
pK =

Λ0
b → pK−μμ

Λ0
b → pK−ee

= 0.86+0.14
−0.11 ± 0.05

No time to cover, but also

LHCb
JHEP 2020, 40 (2020)

http://moriond.in2p3.fr/QCD/2021/MondayAfternoon/Marzocca.pdf
https://arxiv.org/abs/1912.08139
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 at LHCb: ε validationℛK+

Enough overlap between rare and resonant 

to check  rK(*)

J/ψ =
B → K(*) J/ψ(→μμ)
B → K(*) J/ψ(→ee)

= 1

24

) bin number−l, +l(α ×)) −l(p)), +l(pmax(
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16

〉 
ψ

J/ r〈
 / 

ψ
J/r

0.9

1

1.1 LHCb

)))−l(p), +p(l(max(
10

log
4.0 4.5 5.0 5.5

) [
ra

d]
− l, + l(

α

0.00

0.05

0.10

0.15

0.20

0.25

0.30

1

2

3

4

5

6
7

8

9

10
11

12

13
14
15

16

LHCb
simulation

Figure 10: Double di↵erential rJ/ measurement. (Left) the value of rJ/ , relative to the average
value of rJ/ , measured in two-dimensional bins of the maximum lepton momentum, p(l), and
the opening angle between the two leptons, ↵(l+, l�). (Right) the bin definition in this two-
dimensional space together with the distribution for B+

! K+e+e� (B+
! J/ (! e+e�)K+)

decays depicted as red (blue) contours.

systematic uncertainty is assigned for the potential contribution from B! K
+
⇡⇡e

+
e
�

events. A comparable uncertainty to that from the modelling of the signal and background
components is induced by the limited sizes of calibration samples. Other sources of
systematic uncertainty, such as the calibration of B+ production kinematics, the trigger
calibration and the determination of the particle identification e�ciencies, contribute at
the few-permille or permille level, depending strongly on the data-taking period and the
trigger category.

The uncertainties on parameters used in the simulation model of the signal decays a↵ect
the q

2 distribution and hence the selection e�ciency. These uncertainties are propagated
to an uncertainty on RK using predictions from the flavio software package [7] but
give rise to a negligible e↵ect. Similarly, the di↵ering q

2 resolution between data and
simulation, which alters estimates of the q2 migration, has negligible impact on the result.
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events. A comparable uncertainty to that from the modelling of the signal and background
components is induced by the limited sizes of calibration samples. Other sources of
systematic uncertainty, such as the calibration of B+ production kinematics, the trigger
calibration and the determination of the particle identification e�ciencies, contribute at
the few-permille or permille level, depending strongly on the data-taking period and the
trigger category.

The uncertainties on parameters used in the simulation model of the signal decays a↵ect
the q

2 distribution and hence the selection e�ciency. These uncertainties are propagated
to an uncertainty on RK using predictions from the flavio software package [7] but
give rise to a negligible e↵ect. Similarly, the di↵ering q

2 resolution between data and
simulation, which alters estimates of the q2 migration, has negligible impact on the result.
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Mass Fit: muon channels [arXiv:1705.05802]
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Mass Fit: electron channels [arXiv:1705.05802]
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Cross-checks II [arXiv:1705.05802]

I Compare the Bremsstrahlung and trigger categories between data and
simulation

I Compare kinematic distribution obtained from background-substracted
data and simulation:
B at Low-q2
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Cross-checks II [arXiv:1705.05802]

I Compare the Bremsstrahlung categories between data and simulation
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Figure 3. Sketch of the topology of a B0→ K∗0e+e− decay. The transverse momentum lost
via bremsstrahlung is evaluated as the difference between the pT of the K∗0 meson and that of
the dielectron system, where both are calculated with respect to the B0 meson direction of flight.
Bremsstrahlung photons that are not recovered by the reconstruction are assumed to follow the
dielectron momentum direction.

For the muon modes, a requirement on the four-body invariant mass of the B0

candidate to be larger than 5150MeV/c2 excludes backgrounds due to partially recon-

structed decays, B→ K∗0µ+µ−X, where one or more of the products of the B decay,

denoted as X, are not reconstructed. A kinematic fit that constrains the dielectron mass

to the known J/ψ mass allows the corresponding background to be separated from the

B0→ K∗0J/ψ (→ e+e−) signal by requiring the resulting four-body invariant mass to be at

least 5150MeV/c2. For the nonresonant electron mode, the partially reconstructed back-

grounds can be reduced by exploiting the kinematics of the decay. The ratio of the K∗0 and

the dielectron momentum components transverse to the B0 direction of flight is expected

to be unity, unless the electrons have lost some energy due to bremsstrahlung that was not

recovered (see figure 3). In the approximation that bremsstrahlung photons do not modify

the dielectron direction significantly, which is particularly valid for low dilepton masses,

this ratio can be used to correct the momentum of the dielectron pair. The invariant

mass of the signal candidate calculated using the corrected dielectron momentum, mcorr,

has a poor resolution that depends on χ2
VD. Nevertheless, since the missing momentum

of background candidates does not originate from the dielectron pair, mcorr still acts as

a useful discriminating variable. Signal and partially reconstructed backgrounds populate

different regions of the two-dimensional plane defined by mcorr and χ2
VD (see figure 4). The

requirements in this plane and on the classifier response are optimised simultaneously, but

separately for each q2 region. The optimisation maximises a figure of merit defined as

NS/
√
NS +NB, where the expected signal yield, NS , is evaluated by scaling the observed

number of B0→ K∗0J/ψ (→ #+#−) candidates by the ratio of the branching fractions of the

nonresonant and resonant modes, and the expected background yield, NB, is obtained by

fitting the mass sidebands in data.

After the full selection, 1 to 2% of the events contain multiple candidates. This fraction

is consistent between the resonant and nonresonant modes, and between final states with

electrons and muons. About half of the multiple candidates are due to cases where the

– 9 –

Cut on mcorr

Low q2 fit
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• 2. The sWeights are applied to obtain the background-subtracted decay time distribution
• which is then fitted with an exponential X acceptance function

τμ+μ− = 2.07 ± 0.29 ± 0.03 ps

 effective lifetime: resultsB0
s → μ+μ−

• Result compatible at  with  
(SM) and at  with 

• Run 3 data are needed to say more

1.5σ AΔμ+μ−

Γ = 1
2.2σ AΔμ+μ−

Γ = − 1

• The acceptance function (efficiency vs decay time) is tested by measuring the known  
and  effective lifetimes (see  backup)
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Figure 2: The dimuon invariant mass distributions with the fit models used to perform the
background subtraction superimposed (top row) and the background-subtracted decay time
distributions with the fit model used to determine the B0

s ! µ+µ� e↵ective lifetime superimposed
(bottom row). The distributions in the low and high BDT bins are shown in the left and right
columns respectively.

with the fit function superimposed [44]. The e↵ective lifetime is found to be 2.07± 0.29±248

0.03 ps, where the first uncertainty is statistical and the second systematic. This value lies249

outside the physical range and is consistent with both the heavy and light mass eigenstate250

lifetimes at 1.5 and 2.2 standard deviations respectively.251

To summarise, an improved measurement of the rare decay B0
s ! µ+µ� and a search for252

B0! µ+µ� and B0
s ! µ+µ�� decays has been performed in pp collision data corresponding253

to a total integrated luminosity of 9.0 fb�1. The data lead to a time-integrated B0
s ! µ+µ�

254

branching fraction measurement of
�
3.09+0.48

� 0.45

�
⇥ 10�9 under the Aµµ

��s
= 1 hypothesis,255

and to an improved measurement of the B0
s ! µ+µ� e↵ective lifetime, 2.07±0.29±0.03 ps.256

No evidence for B0 ! µ+µ� and B0
s ! µ+µ�� signals is found, and the upper limits257

B(B0! µ+µ�) < 2.6⇥ 10�10 and B(B0
s ! µ+µ��)mµµ>4.9GeV/c2 < 2.0⇥ 10�9 at 95% CL258

are set. The results are in agreement with the SM predictions and further constrain259

possible New Physics contributions to these observables.260
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1.6 E↵ective lifetime of B0! K+⇡�
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Figure 19: The K+⇡� invariant mass distributions with the fit models used to perform the
background subtraction superimposed (top row) and the background-subtracted decay time
distributions with the fit model used to determine the B0 ! K+⇡� lifetime superimposed
(bottom row). The distributions in the low and high BDT bins are shown in the left and right
columns respectively.
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• The  mean and resolution values are measured on dataB0
(s) → μ+μ−

• The mean is obtained from  
and  data for  
and 

B0 → K+π−

B0
s → K+K− B0 → μ+μ−

B0
s → μ+μ−

• The resolution is interpolated from 
mass fits to  and  resonances: cc bb
σm(μ+μ−) = 21.96 ± 0.63 MeV (Run 2)
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• 2. The sWeights are applied to obtain the background-subtracted decay time distribution
• which is then fitted with an exponential X acceptance function

τμ+μ− = 2.07 ± 0.29 ± 0.03 ps

 effective lifetime: resultsB0
s → μ+μ−

• Result compatible at  with  
(SM) and at  with 

• Run 3 data are needed to say more

1.5σ AΔμ+μ−

Γ = 1
2.2σ AΔμ+μ−

Γ = − 1

• The acceptance function (efficiency vs decay time) is tested by measuring the known  
and  effective lifetimes (see  backup)

B0 → K+π−
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s → K+K− →

[LHCB-PAPER-2021-007]
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Figure 2: The dimuon invariant mass distributions with the fit models used to perform the
background subtraction superimposed (top row) and the background-subtracted decay time
distributions with the fit model used to determine the B0

s ! µ+µ� e↵ective lifetime superimposed
(bottom row). The distributions in the low and high BDT bins are shown in the left and right
columns respectively.

with the fit function superimposed [44]. The e↵ective lifetime is found to be 2.07± 0.29±248

0.03 ps, where the first uncertainty is statistical and the second systematic. This value lies249

outside the physical range and is consistent with both the heavy and light mass eigenstate250

lifetimes at 1.5 and 2.2 standard deviations respectively.251

To summarise, an improved measurement of the rare decay B0
s ! µ+µ� and a search for252

B0! µ+µ� and B0
s ! µ+µ�� decays has been performed in pp collision data corresponding253

to a total integrated luminosity of 9.0 fb�1. The data lead to a time-integrated B0
s ! µ+µ�

254

branching fraction measurement of
�
3.09+0.48

� 0.45

�
⇥ 10�9 under the Aµµ

��s
= 1 hypothesis,255

and to an improved measurement of the B0
s ! µ+µ� e↵ective lifetime, 2.07±0.29±0.03 ps.256

No evidence for B0 ! µ+µ� and B0
s ! µ+µ�� signals is found, and the upper limits257

B(B0! µ+µ�) < 2.6⇥ 10�10 and B(B0
s ! µ+µ��)mµµ>4.9GeV/c2 < 2.0⇥ 10�9 at 95% CL258

are set. The results are in agreement with the SM predictions and further constrain259

possible New Physics contributions to these observables.260
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Future prospects

Uncertainties on the LFU ratios 
expected to reach about 2-3% 
with 2025 LHCb dataset 

➡ Belle II expected to take longer than in plot

28

Figure 24: Projected uncertainty for various RHc ratios from the Belle-II and LHCb experiments
(years are indicative). The Belle-II uncertainties include estimates of the evolution of the
systematic uncertainties. The systematic uncertainties at LHCb are assumed to scale with the
accumulated statistics until they reach limits at 0.003, 0.004 and 0.012 for RD⇤ , RD and RJ/ ,
and 0.006 for both RDs and R⇤c .
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Figure 25: Projected uncertainty for various RHs ratios from the Belle-II and LHCb experiments
(years are indicative) in the range ⇠ 1 < q

2
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/c
4. The Belle-II values include estimates

of the evolution of the systematic uncertainties (for RK⇤ , the charged and neutral channels have
been combined). The LHCb uncertainties are statistical only (the precision of all measurements
will be dominated by the size of the available data samples except for RK and RK⇤ at 300 fb�1).
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LHCb upgrades
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